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1. Prototype System Configuration

The present prototype of the DCS-system for the ATLAS SCT contains the following control and monitoring interfaces:

· a CAN-A box  from “or IC”  with 8 input  and 8 output analogue channels (range of (10 V in 4096 steps) [5.1];

· a LMB-A box from the ATLAS DCS group [5.2] for monitoring of 32 voltages (range of 100 mV in 32767 steps);

· a LMB-R box from the ATLAS DCS group [5.2] based on LMB-A, with bias resistors added for monitoring of 16 resistors (specially set bias current of 72 (A).

· a TCP/IP interface to the PCEPHL01 and PCATSCT02 PCs for accessing the barrel/forward VME-crates to read hybrid temperatures.

An increase in the sensitivity of the CAN-A box can be done with six additional operational amplifiers (approximate gain is 40).

The boxes are currently used for monitoring temperatures with PT100 sensors (LMB-A), temperatures with PT1000 sensors and humidity sensors (LMB-R).  The cable pin distribution is in [5.3]. The bias current for PT100 is increased to 500 (A in order to reduce noise. The PT100’s are connected in series and an additional reference resistor (100 () is connected to channel 0 of the LMB-A box for common current control (generated by two resistors – 27k( and 36k(, which are connected to +15V and -15V respectively, see [5.3]).

All the software and guides are placed on PCPPEATLAS06 in “C:\DCS_Programs” in the “dcs##**” general folder, where ## is the year and ** is the month of the latest version*. It contains the following subfolders:

· LABV - folder for the working programs, where CAN handling programs are written in “C” and the user interface is done within LabVIEW;

· DOCS - folder for the documentation.

2. User Control of the SCT DCS Set-up

The main principles of the SCT DCS organisation are described in [5.4]. The DCS structure (DCS tree) has 5 hierarchical levels:

Host - satellite Control Station (CS) PCPPEATLAS06;

Node - CAN Controller card in the Host;

Port - CAN Controller Port (or CAN bus) in the Node;

Unit - CAN-box on the CAN bus (in CAN Open protocol it is a "node");

Chan - CAN-box channel.

The setting of their parameters is done via a Configuration File. In accordance with the DCS structure the configuration information is subdivided into several functional parts:

· the System configuration information shows the DCS structure and which history and error files are used in the run;

· the Host configuration information  defines  input/output queues  lengths, time-out values, the period of monitoring, the number of scanning loops in the run, etc.;

· the Node configuration information defines the physical (manufacture and production) names

· the logical idens and initial status of DCS nodes and their Ports;

· the Unit configuration information defines the same parameters for Units and their Chan's;

· the last 3 configurations contain also  the system addresses  of each module in the DCS structure.

A limit table includes information about the types of possible limits and appropriate normal physical value of the sensor readings. Up to 16 limit types may be used currently. A calibration table contains the info for conversion of raw to physical values. Naming tables include the names of detector sensors, actuators, and CAN addresses of DCS channels that are displayed.

The necessary files are described below in detail. The text-versions of the files that are read by LabVIEW can be generated as follows:

· Go to the current DCS LABV folder (see above) and open db_SCT.mdb, or double-click the “DCS Set-up Tables” icon on the desktop.

· Open the table that needs saving/modification; if you modified the table, make sure you moved the curser from the last changed entry and then save the table.

· Go to File->Save As/Export…

· Select “To an external file or data base” from the dialogue window and press OK.

· Choose the current LABV folder in the menu and set the type to “Microsoft Word Merge (*.txt)” and press “Export”.

2.1 Csct_sys table

Sets system parameters (selection only):

InfFile - specifies the number of scans for which channel information is written to the

 “Cout_inf.dat” file after each monitoring Scan before rewriting the file;

ErrFile - specifies the number of scans for which error information is written to the

 “Cout_err.dat” file after each monitoring Scan before rewriting the file.

2.2 Csct_hos table

Sets host parameters (selection only):

        MoniPerd - MONItoring PERioD, should be more than 10 sec (default is 20);

        ScanNumb - SCAN NUMBer, the number of monitoring cycles which will be generated from 

LabVIEW. 

2.3 Csct_uni table

Sets unit parameters. For each channels the last 16 bits of the entry cS**, where ** is the channel number, specifies whether that channel is in (4) or out (0) of the system.

2.4 Csct_cnf table

This file specifies the conversion of the raw ADC readings into physical values (ie temperature, humidity etc). The table has the following entries:

· Level01 and Level02: names on system and sensor level (currently not used);

· Host, node, port, unit,  chan: specifies the physical location of the sensor to be calibrated;

· Cal_A, Cal_B, Cal_C, Cal_D: the calibration constants (see below);

· Conv: specifies the type of conversion formula to be used (see below);

· Limit: selects the limit to be applied (see Csct_lim table, section 2.5);

· Refer: refernce to another sensor, needed for complex conversion (see below);

· Comment: what it says, not used.

Five conversion formulae are available now and are selected by specifying 1 to 4 or 10 in the “Conv” column. Each formula uses two to four constants.

First step: 



s = B*(x - A)

used in the second step:

a linear approximation: 


y = (s - C)/D,


                             (1)

where the sensor origin function is 

s = D*y + C;

or a square root approximation:  

y = [((C2 + 4D*s) - C]/2D,         


(2)

where the sensor origin function is 

s = D*y2 + C*y;

or a logarithmic approximation: 

y = C + [ln(s)/D], 



(3)

where the sensor origin function is 

s = exp[D*(y - C)];

or another logarithmic approximation: 
y = 1 / {[1/C] + [ln(s)/D]},  


(4)

when the sensor origin function is 

s = exp[D*((1/y) - (1/C))],

where  

x - is the raw count from the CAN-box ADC,

s - is the sensor value,

y - is physical value.

The constants "A" and "B" are used for compensation of amplifier and ADC pedestal and gain tolerances; the constants "C" and "D" are used for the conversion of sensor input to physical output values.

Complex sensors 

Humidity monitoring may be used too, but requires a more complicated procedure since two resistors have to be read out. The formula for calculation of the humidity is:

 



h = x1/(x1 + x2) 




(5,a)

where x1, x2 are the two ADC readings from the humidity sensor. The relative humidity, RH in %, is then:

            




RH = B*h - A.                                                

(5,b)

The constants “A” and “B” must be specified in the cal table entry for the second sensor (reading of x2) along with setting the method to 10, while the first sensor (value x1) should have A=C=0 and B=D=1 set. It is referred to in the x2-“Refer”-entry that specifies the channel-ID (unit, port, etc must be the same).

2.5 Csct_lim table

The converted sensor readings can be subject of limit checks, both upper and lower. This table can have up to 16 entries that are referred to by their index by the sensors in above Csct_cnf table. The limits have three stages: warning (least), alarm (middle), fatal (higest), both for too high and too low values.

2.6 Csct_gr[n] table (n=1,..,4)

The user can select the channels that should be displayed in the graphs and digital indicators. Currently, entries in table gr1 are displayed in the barrel temperature, entries in table gr2 in the humidity, and entries in table gr3 in the forward temperature display. The other table (gr4) is not used. The tables simply list node, host,… information for the sensor to be shown and allows to specify a name that is shown in the display.

2.7 Csct_dew table

The column “dew-ID” specifies whether a temperature is used for monitoring the distance to a dew point, eg pipe temperatures, (positive) or for dew point determination (negative). The absolute value refers to the humidity sensors to be used in order of the Csct_gr2 table, counting from 1. Only (temperature) sensors listed in one of the gr1/gr3 tables can be used, the respective table-index and entry being listed in this table. The result is added to the respective forward/barrel temperature display.

2.8 Module temperature – remotely from SCTDAQ PCs

The module (hybrid) temperature can be displayed as a LabVIEW add-on feature (not part of the main CAN-software). The information is taken from the LV3 VME-modules via LabVIEW and transferred with TCP/IP data exchange. The set-up for this information is read from the st_system_config.dat file on PCEPHL01 or PCATSCT02, respectively, specifying the LV channels and detector names. The 12th entry in the Csct_lim table specifies the barrel module temperature limits, the 11th for the forward modules.

3. Operation

3.1 Start

If you want to read module temperatures from the barrel or forward VME crates make sure that they are switched on and that LabVIEW is running on the respective PC (automatically comes up at log-in on the asct186 account). Everything else will then be done remotely via TCP/IP communication.

Double-click the “DCS scan panel” icon on the desktop. The main scan application window will pop up. A control-button (should be blue and say “QUIT”) is in the centre-right, with status information and action (init., term., etc) indicators and a scan counter nearby. Above it are buttons and displays for error handling. To the left there are digital indicators for the sensor values. The application should start-up automatically. If not, click on the start button of the LabVIEW menu (arrow in the top left corner) or press Ctrl-R. The program will perform some initialisations on the CAN-bus system and on the respective VME-crates if modules are declared before moving into a continuous data taking mode.

3.2 During operation and error handling

The readings of the sensors should show up in the indicators shortly after initialisation. Each scan the status of the included channels is checked and if it is in warning, alarm or fatal state a blue, yellow or red message appears in the top right part of the panel. In case of some system error the according indicator specifies the fault (is “all OK” otherwise). The global error flag remains set to the highest detected error until acknowledgement. If you think you fixed the problem you should press the acknowledge button to clear the error flags. The history of individual alarms can be accessed from the “display messages” button. Individual error icons next to the digital indicators in the same colours as the general error flag indicate which sensor might be causing problems, however they only show the actual state, ie return to normal when the read values do so.

The error indicators for the module temperature have a special feature which allows to mask error detection during operation (for other sensors done by setting the limit to 16 in the Csct_cnf table). To mask a module temperature channel scroll throgh the icons until it says “out”. To un-mask it again, set it to anything else.

As an option, either the cryophasing program [5.5], which operates chiller and freezer, or the chiller stand-alone panels [5.6] can be opened with buttons in the bottom-right of the main panel once the DCS LabVIEW interface is running properly. Respective icons indicating the chiller status appear instead of these buttons when a chiller is activated.

3.3 Updating the module information

Since the actual module set-up can well change whil DCS is running and the simultaneous operation of both the barrel and the forward system might not allow a full re-start of the program, the option of re-reading the st_system_config files, which specify the module set-up, was added. An according button is on the main panel and the updated information is taken into account during the next scan following the update.

3.4 Graphical display

Buttons next to the headings of the digital indicators on the main panel allow to open graphical displays, one per each group of sensors (temperature, humidity, module temperature). They can show the history of up to 1500 past readings. The properties of the graphs, eg axis scales, can be adjusted during the run.

3.5 Stop and exit

Click on the blue oval QUIT-button, it should turn yellow; the LabVIEW application will stop automatically after some time. After termination the window will remain open; the exit is standard for Windows:

     (File

       (Close  (on Application),

         (Exit (on LabVIEW menu);

or just press Ctrl-Q. The last step, exit or Ctrl-Q, should only be used when no other LabVIEW applications (eg a chiller control) are running.

3.6 Archive file

The C-program upon which the LabVIEW application is based offers the possibility to write every read value to an archive file. Normally this option is limited to a few entries (see section 2.1). To reduce the file size, and to add higher-level information (dew points, chiller) LabVIEW runs its own archiving, writing only every five minutes. The files are written to the “C:\DCS_Programs\DCS_Status” folder. The names of the files are coded using the date and time when the application was started: MMDDHHMM.sts and double-click will open them with Excel. 

3.7 Checking CAN ports in PCPPEATLAS06

Not necessary in normal operation, but maybe needed for trouble shooting.

Switch off power for CAN. Double-click the “Run NI-CAN Diagnostics” on the desktop and click on “Test All”. If “Passed” then switch on power for CAN boxes, else reload NI-CAN Drivers (see ATLAS DCS WWW).

The large white power supply box should be switched on first and the small black power supply box should be the second (powers on CAN-A and CAN-bus).

4. What to Do When

4.1 No data from the CAN boxes

· Check configuration table and calibration constants (see section 2);

· restart application, the previous application  must be closed via "Exit" procedure (see section 3.5) – LabVIEW must be exited completely to allow a proper re-start; 

· switch off  CAN power, check  PC drivers (see section 3.7)  and  start again;

· last measure ( restart the computer...

4.2 LabVIEW application does not stop 

When the application does not terminate after several minutes with a yellow QUIT-button or closed pop-up windows do not disappear:

· Simultaneously press “Ctrl-Alt-Del”;

· Start the Task Manager and close the LabVIEW application;

· check CAN PC drivers (see section 3.7) to make sure the interface has not hung up.

4.3 System error

An error message appears in the “Status of last scan” indicator:

· Can't read *** File:

· check the system configuration, or 

· the working directory of LabVIEW is wrong – go to File(Open and select the LABV directory, press Cancel;

· sometimes a restart helps;

· Time-out while waiting for data from LMB-boxes: increase period of monitoring, and restart the application. Check power to CAN hardware.

· Can’t connect to B(F)-VME: check if LabVIEW is running on SCTDAQ PC; check VME interface on that PC; VME crate powered on?

For the full list of errors see [5.4].

5. References
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5.2 A general description of LMB hardware and software, http://atlasinfo.cern.ch/ATLAS/GROUPS/DAQTRIG/DCS/LMB/GENERAL/lmbgen3.html
LMB homepage:

http://atlasinfo.cern.ch/ATLAS/GROUPS/DAQTRIG/DCS/lmb.html
5.3 Layout of cabling and pins for currently used sensors: Sensors.doc
5.4 S.G.Basiladze, R.Brenner, SCT-DCS General Data Taking Organisation, ATLAS DCS Report, 23.02.1999 (latest version: DCS_ORG.DOC).

5.5 “Cryophasing manual”, part of this documentation package: Cryophasing.doc.

5.6 “Huber chiller remote interface”, part of this documentation package: Chiller.doc.
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* Old folders are archived into the file dcs-old-dirs.zip.
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