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damage will cause the change of full depletion voltage (FDV), increase of leak-
age current and trapping of the drifting charge. These e�ects have been studied
after irradiation of diodes, for example in [2{4] as well as after irradiation of
microstrip detectors [5,6]. High FDV results in a danger of electrical break-
down and together with increased leakage current puts additional demands
on cooling systems which are diÆcult to be ful�lled since mass in the trackers
has to be kept as low as possible. Short bunch crossing time (BCT= 25 ns)
and large number of created particles require short shaping times of readout
electronics in order to relate signals with corresponding bunch crossings. A
part of charge generated in the detector by an ionizing particle is lost due to
trapping since detrapping times are much longer than the electronic shaping
times. The drift time and thus also trapping probability during drift can be
decreased if detectors are operated at voltages well exceeding FDV.

It is important to determine the bias voltage necessary for eÆcient operation
of detectors already in the design phase of experiments. Many measurements
of signal dependence versus bias voltage exist. We have performed a simula-
tion of silicon microstrip detectors together with readout electronics in order
to get a better insight into the parameters important for eÆcient detector
operation. To complement previous simulations [8,9] the emphasis was given
to the study of bias voltage dependence of signal before and after irradia-
tion of detectors. The drift-induced current was shaped with di�erent shaping
circuits. Results were compared with measurements for non-irradiated detec-
tors as well as for detectors irradiated with neutrons to two di�erent 
uences
(�eq = 0:5� 1014 cm�2 and 1:5� 1014 cm�2).

2 Simulation

2.1 Induced current

Electrons from a collimated 90Sr source (cos� > 0:99) were tracked through the
detector using the GEANT package. Only electrons that penetrate through
the detector and a 0.1 mm Al plate (thin foil window in the detector protection
box) were considered in the simulation. Energy deposited by beta electrons
along the track in 280 �m thick detector followed Landau 
uctuations. Electric
charge created in the form of free electrons and holes was divided into buckets,
each corresponding to 1 �m of track. The current signal ik(t) induced on the
readout strip k by each individual bucket of charge q moving in electric �eld of
the microstrip detector was calculated according to Ramo's theorem as [10,11]:

ik(t) = q ~Ewk~v(t) + q
X
i6=k

Nki
~Ewi ~v(t) (1)
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~Ewi is the weighting electric �eld, ~v(t) is the drift velocity of the charge and
Nki is the voltage response at the strip i to the unit pulse applied at the strip
k.

Readout strips are connected to an ampli�er having a low input impedance and
they may be assumed to have a well de�ned potential. Therefore Nki is di�erent
from 0 only for interpolation strips i connected to the de�ned potential via a
high (several M
) resistance. According to the reciprocity theorem [12] Nki is
equal to the fraction of charge induced on strip k if charge q is placed on the
interpolation strip. This fraction was calculated with an electrostatic model
using the thin wire approximation [13,14]. Results for detectors with every
second strip connected to a �xed potential are listed in Table. 1 for di�erent
strip pitches and widths. 56 �m and 80 �m pitches are corresponding to the
design of ATLAS analogue and binary module, while 25 �m pitch was chosen
in order to compare the results of simulation with measurements [15].

If the simulated detector has readout strips only, Nki = 0 and the second term
in Eq. 1 vanishes.

strip pitch strip width Nk;k�1 Nk;k�3

25 �m 10 �m 0.351 0.063

56 �m 18 �m 0.329 0.060

80 �m 18 �m 0.300 0.057

Table 1
Calculated fraction of charge induced on strip k if charge q is placed on the inter-
polation strip i. Every second strip is connected to readout electronics

The weighting electric �eld ~Ewi = �~5Vw was calculated by solving Laplace
equation 52Vw = 0 for potential Vw = 1 at readout strip i, Vw = 0 at all other
strips and at the backplane. @Vw(x; y)=@ y = 0 was assumed at the surface be-
tween strips. Here x is the coordinate perpendicular to the strips in the surface
plane and y the coordinate perpendicular to the detector surface. The bound-
ary condition at the x edges was @Vw(x; y)=@x = 0. The equation was solved
on a two dimensional discrete uniform mesh of size � x = 1 �m � � y = 1 �m.
The weighting potential Vw(x; y) was calculated for a group of 5 strips with
the middle strip being the one for which the Ramo �eld had been calculated.

The electric �eld in the detector was calculated by solving numerically the
Poisson equation for the space charge region in the abrupt junction approxi-
mation. Only voltages higher than FDV were considered in the calculations.
The boundary conditions at the surface of the microstrip detector were V = 0
at all strips, V = Vbp at the backplane and @V (x; y)=@ y = 0 at the surface in
the inter-strip region. Same mesh and boundary conditions at the x edges (�

half strip pitch) as in calculations of ~Ew were used. The e�ective space charge
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density e0Neff used in the Poisson equation was determined from measure-
ments of FDV as:

Neff =
2 � "0"SiFDV

e0W 2
(2)

with W the detector thickness and "Si the dielectric constant of silicon. FDV
was determined with the C � V method at room temperature and 1 kHz
frequency. The e�ect of a thin positive space-charge layer at the strip side,
(\double junction") was investigated for irradiated detectors with its param-
eters taken from [17{19]. Its in
uence on charge collection eÆciency was neg-
ligible at any operating point above FDV.

Drift velocity was calculated from ~v = �~E, where � is the mobility of charge
q in electric �eld ~E. Parametrisation of mobility for electrons and holes as a
function of temperature, electric �eld and e�ective doping concentration was
taken from [16]. Di�usion was included in the simulation just in a few test
runs. Its e�ect on charge collection eÆciency was found to be negligible and
was therefore not taken into account in results presented in this paper.

Trapping times of electrons �e and holes �h diminished the size of a particular
bucket like exp(�t=�). Their values taken from [21] as well as e�ective doping
concentrations determined from the FDV measurements are listed in Table 2.

�eq not irradiated low 
uence high 
uence

/cm2 5� 1013 15� 1013

FDV(1kHz) 60V 50V 240V

Neff 1012 cm�3 0:8 � 1012 cm�3 4� 1012 cm�3

�e(T = 300K) > 500 ns 27 ns 9.5 ns

�h(T = 300K) > 500 ns 66 ns 24 ns

Table 2
Parameters used in simulation: FDV, electron trapping time �e, hole trapping time
�h. �eq is 1 MeV neutron NIEL equivalent 
uence. Irradiated detectors were an-
nealed to the minimum in FDV.

2.2 Shaping electronics

The electronic circuit was composed of a preampli�er followed by a pulse
shaping circuit (CR�RC and CR�RC2, respectively). The preampli�er was
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considered as an integrator with a response to induced current as:

Uout(t) =
1

C
e�

t

�

tZ

�1
i(t

0

)e
t

0

� dt
0

; (3)

where i(t
0

) is the induced current from Eq. 1, and � is the product of the
integration capacitance (C = 1 pF) and the feedback resistor (R = 1 M
) in
the preampli�er circuit.

The di�erentiation of the signal (CR circuit) was calculated as:

Uout(t) = Uin(t)�
1

�
e
�t

�

tZ

�1
Uin(t

0

)e
t
0

� dt
0

(4)

with � = RC the shaping constant and Uin(t
0

) from Eq. 3. RC integration in
the shaping circuit was calculated by:

Uout(t) =
1

�
e
�t

�

tZ

�1
Uin(t

0

)e
t

0

� dt
0

; (5)

In the case of CR � RC2 shaping a value of RC=12.5 ns resulted in 25 ns
peaking time, while in the case of CR � RC circuit values of RC=50 ns and
75 ns resulted in peaking time values equal to RC.

3 Charge collection eÆciency

The charge collection eÆciency (CCE) was de�ned as the ratio of the most
probable cluster height obtained when simulating the detector response to the
beta source signal and the height of signal obtained by injecting an instant
charge pulse i(t) = A � Æ(0) corresponding to the most probable energy loss of
electrons from a 90Sr source. The most probable energy loss was determined
by simulation to be equivalent to creation of 23300 electron-hole pairs in the
detector volume [20]. Cluster signals were calculated for every track as a sum
of signals on strips satisfying the following criteria: at least one (central) strip
should have S=N > 4 (S=N - signal to noise ratio), all neighbouring strips
with S=N > 2 are included in a cluster and the sum of S=N over a cluster
should be at least 5. Due to cuts used, the cluster signals may depend on noise,
particularly for low S=N . It was not the purpose of this study to investigate
details of noise in
uence on measured CCE. Equal noise was assumed for all
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three di�erent simulated readout electronics. The noise used as the input for
simulation was taken from the measurement [15]. Its value was ENC = 900 e0
for non-irradiated detector and 1000 e0 for irradiated detectors.

The most probable cluster height was obtained by �tting a convolution of
Landau and Gaussian functions to the histogrammed cluster signals.

3.1 Charge collection eÆciency dependence on voltage

Simulated CCE as a function of bias voltage applied to the detector with
25 �m strip pitch is shown in Fig. 1.
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Fig. 1. Calculated CCE as a function of bias voltage at T=262 K for a)
non-irradiated detector, b) detector irradiated to �eq = 5�1013 cm�2 and c) detec-
tor irradiated to �eq = 15� 1013 cm�2. Open markers denote CCE if every second
strip is being read out. Strip pitch is 25�m. Note the suppressed zero on the CCE
scale.

Since trapping times before irradiation are long compared to the shaping times,
the CCE voltage dependence (Fig. 1a) can be explained by the increase of drift
velocity at higher bias voltages, the e�ect being far more signi�cant at short
shaping time. About 150 V above FDV is needed to reach the saturated value
of CCE with 25 ns shaping time, while nearly no over-depletion is needed
for longer shaping times (� � 50 ns). Trapping of the charge in traps cre-
ated by irradiation becomes the dominant process reducing the CCE above
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FDV after irradiation. Since detrapping is long compared to all electronic in-
tegration times used, charge once trapped does not contribute to the signal.
Therefore after irradiation the di�erence between di�erent electronic schemes
can be hardly observed in Fig. 1b and de�netly vanishes at 1c. The e�ect of
of trapping can be clearly seen slightly above FDV where a substantial part
of charge is trapped due to slow drift. At higher voltages the signal increases
further due to faster drift and reduced trapping. There is no clear saturation
of CCE even at voltages a few hundred volts above FDV explained by the fact
that velocity saturation has not yet been reached along the whole drift path.
Since trapping is proportional to the 
uence, this e�ect is more pronounced
at the higher 
uence.

If every second strip is read out, the most probable signal is reduced (open
markers in Fig. 1) as expected from values of Nk;i in Table 1.

3.2 CCE of di�erent detectors

Results for CCE with di�erent detector pitches and �xed (25 ns CR-RC2)
shaping time are shown in Fig. 2. A few percent lower CCE of large pitch
detectors is due to smaller coupling to neighbouring strips (see Table 1).

3.3 Temperature dependence of CCE

Temperature dependence of CCE was also studied by simulation. Trapping
time was scaled as � / 1p

T
due to the change in thermal velocity. Another

e�ect of temperature is the change of mobility (� / T�2:0 and T�2:18 for
electrons and holes, respectively). Lower temperature increases drift velocity
and trapping time, thus increasing CCE. This can be clearly seen in Fig. 3.
The e�ect is more pronounced at lower voltages and higher 
uences where
trapping plays an important role in CCE.

3.4 In
uence of timing

Due to high collision rate at LHC experiments, signals from the front end
will be sampled and stored into a pipeline until the trigger decision. In order
to get maximum signal the output from the preampli�er should be sampled
at peak with an adequate delay with regard to the bunch crossing. This de-
lay depends on the distance of the detector from the collision point and the
shape of the induced current. While the detector position is �xed, the induced
current shape changes with applied voltage. A proper delay maximizing CCE
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Fig. 2. Calculated CCE of detectors with di�erent pitches as a function of applied
voltage. Fast 25 ns (CR-RC2) shaping was used at T = 262 K. a) non-irradiated,
b) irradiated to low 
uence, c) irradiated to high 
uence. Open markers denote
detectors with every second strip read-out.
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Fig. 3. Temperature dependence of CCE with 25ns CR-RC2 shaping at a) low

uence; b) high 
uence

should be chosen for each detector module. We have determined the CCE
for various delays in the range between 25 ns and 40 ns and di�erent bias
voltages on detector (Fig. 4). Detector with 50 �m readout pitch having one
interpolating strip has been used in this simulation. For a comparison mea-
sured values with such a detector and a �xed delay [15] having a value of 25
ns are also plotted. Voltage dependence of measured CCE is in good agree-
ment with simulated values. Somewhat larger discrepancy at higher 
uence
and bias voltages slightly above FDV could be explained by an uncertainty in
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the measured value of FDV which is used as input for simulation. Simulated
values obtained with optimal timing (sampling in the peak of signal, the delay
being voltage dependent) are also plotted. A proper �xed delay (25 ns) gives
values close to the optimal if voltage applied on the detector is suÆciently
higher than FDV.
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Fig. 4. Simulated CCE with di�erent delays of signal sampling compared to mea-
surements with a �xed 25 ns delay for a) non-irradiated detector, b) irradiated to
low 
uence, c) irradiated to high 
uence. The measurement and simulation were
performed with 25 ns CR-RC2 shaping.

The optimal delay and the corresponding CCE as a function of applied volt-
age are shown in Fig. 5. As expected the best sampling time approaches the
nominal peaking time as the voltage increases. On the other hand the CCE
increases with voltages well beyond the depletion voltage. The slope of this
rise is around 0.9e0/V for detector irradiated to low 
uence and 2.2 e0/V for
detector irradiated to high 
uence.

4 Conclusions

Simulation has shown that bias voltages beyond full depletion voltage are
needed for high CCE even for non irradiated silicon microstrip detectors if
read out with 25 ns shaping electronics is used. In this case, about 150 V
of over-depletion is needed for non irradiated detector to reach CCE � 98%.
For irradiated detectors charge trapping is dominating the loss of signal and
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Fig. 5. a) The optimal delay for detector with 50 �m read-out pitch and one in-
terpolation strip with 25 ns CR-RC2 shaping circuit; b) CCE eÆciency for optimal
delay of sampling. Electron hits detector at t=0.

CCE becomes nearly independent on shaping times. Again at least 150 V of
over-depletion is needed to obtain high CCE. Signal does not saturate even at
voltages a few hundred volts above the FDV.
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