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Preface

This first report to the OsC describes the context of the project, the effect of the 70% descope and the
resulting baseline, and a description of the work carried out in the past nine months. We expect that

future reports will be briefer focusing on the progress of the project, subject to agreement with the
OsC.
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2. INTRODUCTION
2.1 Executive summary
Introduction

The development and construction of the ATLAS experiment took 15 years from the Letter of Intent
to successful recording of LHC collision data in 2009. ATLAS operated remarkably well during the
first year of LHC running and has already produced a number of results, including observation of
top quarks and setting world-leading limits on new physics processes. The primary aim of the
ATLAS physics programme over the next few years is the discovery of the Higgs boson. However,
in the longer term both the energy and luminosity of the LHC will be increased, with the aim of
probing the energy frontier to discover new physics, make precision measurements, and search for
rare processes. The LHC luminosity will evolve towards its design luminosity of 10%cms? and a
total integrated luminosity of 700fb-!, and will then be upgraded to 5x10%* cm?s™! with the aim of
reaching a total integrated luminosity of 3000fb'. The increased luminosity requires that the
experiments develop and construct upgrades of their detector systems. The UK’s contribution to the
ATLAS Upgrade programme covers the tracker, trigger and computing, building on the UK’s
successful leadership of these areas in the current experiment.

The tracker upgrade must address the increased radiation dose and tracker occupancy that will
result from the increase in the LHC luminosity. The dose to the tracker will scale approximately
linearly with the increase in luminosity. The current ATLAS tracker was designed to survive 7 years
of operation, corresponding to a total integrated luminosity of 700fb"'. The LHC upgrade will
deliver 3000fb' over a similar time, requiring ATLAS to install a new detector system with
increased radiation tolerance. The rise in luminosity will also significantly increase the number of
pile-up events, from around 25 to 400. This will result in a much more complicated event
environment, and will increase the number of tracks per event from about 750 to 12000 distributed
between 400 vertices. This is a significant challenge for pattern recognition, which can be addressed
by installing a new tracker system with increased granularity. The proposed new tracker consists of
three distinct sub-systems, which are in order of increasing radii: pixel, short-strip tracker, long-
strip tracker. The UK is playing a leading role in the development of the short-strip tracker with the
aim of the building short strip staves in the UK during the build phase, and playing a leading role
in the integration and commissioning of the full tracker system at CERN. The UK is also pursuing
pixel R&D, with the objective of joining the ATLAS Upgrade pixel project and taking a leading role
in the construction of a future pixel system for the tracker upgrade.

The increase in detector occupancy will result in higher trigger rates, potentially exceeding current
data recording limits in ATLAS. Raising the trigger thresholds to control rates would result in loss
of physics signals, while the increased occupancy both reduces the effectiveness of isolation to reject
background in isolated lepton triggers, and also increases the complexity of pattern recognition. A
set of trigger upgrades are therefore essential to maintain the physics capabilities of ATLAS. Studies
are underway in the UK to develop a topological trigger for the Level-1 Calorimeter Trigger,
eventually using higher-granularity calorimeter information and incorporating spatial data from
the muon trigger. The UK has also proposed the development of a Level-1 track trigger, which
extracts tracker information at Level-1 to identify high-pr tracks as an additional primary trigger
signature. The HLT is software-based, and requires continuous development of the trigger
algorithms to optimise the acceptance of interesting events and rejection of backgrounds in a

Page 2 of 71



limited time budget as the luminosity increases. The HLT algorithms also have to be developed to
take account of upgrade e.g. an additional inner pixel layer (IBL).

The tools required to guide the design and evaluate the performance of the ATLAS upgrade require
the development of software able to cope with large numbers of pileup events. There is also the
technical issue of how to optimise the memory and CPU use when running upgrade simulations.
New technical solutions such as using GPUs are being investigated. A critical area where the UK
has unique expertise is in the calculation of the expected radiation levels within ATLAS.

As indicated in the ATLAS Upgrade proposal, the plan is for the total UK participation in the
Upgrade project to be on a scale comparable to the original experiment build.

2.1.1 International Context: LHC and ATLAS Upgrade schedules

The current LHC schedule anticipates a shutdown in 2013 for about 15 months, to repair the magnet
splices and allow the energy to be increased. The LHC will restart in 2014 and operate at 12-14 TeV
centre of mass energy, and the luminosity will increase towards the design luminosity. There will
be a further LHC shutdown in 2017/18 to commission LINAC4, which is required to reach the
design luminosity and above. The LHC will then operate for several years (Phase-I), reaching
around twice the design luminosity before by 2020. The main LHC upgrade requires the installation
of many components, including new high-beta quadrupoles, which will be installed in a major
shutdown in 2020-22. With all experiment and LHC upgrades complete, ATLAS will run with LHC
luminosity up to 5x10% cm-?s? (Phase-II).

The ATLAS upgrade programme for the tracker will start with the installation of the IBL (inner B-
layer) pixel system in the 2013/14 shutdown. This necessitates the IBL construction schedule being
speeded up as is discussed in the tracker section. The pixel system will be reaching the end of its
design lifetime in 2017/18 and the feasibility of installing an upgraded pixel system within the
current tracking system is being investigated. The tracker will be constructed in 2015-2019 followed
by commissioning on the surface and installation in ATLAS ready to take data in 2022.

The L1Calo project timescale for 2017/18 shutdown is determined by the electronics development
timescale in relation to LHC shutdowns. Some of the upgrades can be installed incrementally, and
none require intervention on the detector itself. For the large 2020 upgrade, the schedule depends
on the timetable replacing electronics in the FE in all ATLAS calorimeters. The replacement of the
FE electronics is a major undertaking and can only be done during a major shutdown. Originally
this was planned for the 2020 shutdown, but installation of a small number of prototype channels is
now being considered for the 2017/18 shutdown.

The L1Track trigger will include looking at L1 rates of high pt leptons as the luminosity evolves to
provide input for upgrade designs for phase-I and phase-II running. The track trigger must be fully
integrated within the tracker design and so the L1Track project for phase-II must follow the tracker
schedule..

The HLT and computing upgrades programmes are less tied to the LHC upgrade schedule. The
HLT algorithms and selection criteria will be developed to take advantage of hardware upgrades
e.g. the IBL and the Fast-Tracker-Processor but will also evolve continuously as the luminosity
evolves. The development of software and hardware within the computing programme supports
the whole upgrade project and is driven by the development of technology rather than the LHC
schedule.
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2.1.2 International Upgrade Management

The recent election of Phil Allport to the position of Upgrade coordinator demonstrates the UK’s
high profile within the international ATLAS Upgrade project. Allport will lead the international
ATLAS upgrade management, which has recently been strengthened to reflect the growing
importance of the upgrade within ATLAS. The Upgrade Steering Committee (USC) now manages
the Upgrade, with membership including project leaders from both the upgrade and the current
ATLAS subsystems. The ATLAS Technical Co-ordination works through the Upgrade Project Office
(PO) to ensure that the Upgrade projects are compatible with current ATLAS and to develop
detailed schedules for installation and maintenance. A dedicated Upgrade Resources Board (URB)
is being setup to liaise with funding agencies and identify and obtain funding for the Upgrade. The
USC has set up two sub-committees to organise the two main areas of the Upgrade: the Inner
Tracker subcommittee (ITk-SC) [P.Allport is a member] and the Phase-I Trigger/Detector
Compatibility Task Force PHI-Tf [N.Konstantindis is co-chair, N. Gee is a member]. The
involvement of the UK in the ATLAS Upgrade management ensures that the UK Upgrade
programme is both influential in and responsive to changes in the ATLAS Upgrade programme.
The UK upgrade management is described in section 2.5.

ATLAS upgrade plans require approval through CERN management, notably the LHC committee.
To this end, ATLAS is preparing an Upgrade Letter of Intent, which will cover all upgrade work
(both Phase I and Phase II), and is intended for submission at the end of 2011. More detailed
information will be presented, separately for each subsystem, in detailed Technical Design Reports.
The Inner Tracker TDR is planned for end of 2014. The first TDAQ Technical Proposal is that for the
Level-1 trigger upgrades (including L1Calo and L1Track), which is being prepared for mid-2011. If
a Pixel Upgrade goes ahead in 2017/18 then there will be a TDR early in 2013.

2.2 UK Context

A three-year STFC-funded PRD project from April 2007 to June 2010 provided funding for R&D of
the strip tracker upgrade. This met its objectives with numerous deliverables. Some highlights are
designed and tested full size sensors, 250nm ASIC modules, supermodule concepts, designs and
prototypes; electrically functional stavelets and a full sized thermomechanical stave. Invaluable
studies of radiation hardness and other material properties were also undertaken along with
extensive studies of cooling systems and service issues. Taken together with all the other outcomes
this has placed the UK in leadership positions across the tracker upgrade project.

The present three-year project funds a continuation of the tracker R&D and new R&D in the area of
pixels, trigger and computing. The aim is ensure that the UK maintains its leadership within the
Upgrade programme. To this end, top-level the project deliverables are:

e Strip tracker: Full electrical 250nm tracker stave, a full length 130nm thermo-mechanical
stave, and a 130nm electrical short stave (stavelet)

e Pixels: IBL sensors, layout of pixel system for upgrade, delivery of 4-chip prototype module
for pixel upgrade

e Ll1Calo: trigger performance studies for input to phase-I and phase-II trigger upgrade;
conceptual design of a topological processor; technology evaluation for L1Calo hardware

e Track trigger: performance studies and conceptual design of a track trigger
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e HLT : Upgrade and optimisation of the HLT tracking, trigger selections and steering
software.Computing: Software for full simulation of events with pile-up; Improved use of
memory in software; Updated radiation level calculations

A list of detailed deliverables and milestones are given in the WP reports.

2.2.1 The first 6 months and effect of the 70% Descopes

The proposal was submitted in September 2009 and the project started in April 2010. STFC staff and
limited travel were funded for the first six months by bridging while awaiting the final award. The
final award was announced in August 2010. This corresponded to a descope of around 70% across
the projects. In addition, the ATLAS-FP project (WP1) was not funded. The WP and area managers
have developed a programme based on the 70% descope option presented to PPRP, and taking into
account the changes to the LHC schedule and the ATLAS Upgrade programme. A number of WP
meetings have been held and the progress of the WPs has been monitored by area managers. After
agreement of the budget with STFC, new posts were released in January 2011. All of the WPs have
established programmes but some, particularly in the area of the trigger and computing, have
incurred delays while waiting for new posts to be appointed.

The cancelation of ATLAS-FP project (WP1) resulted in the transfer of some staff to other WPs
according to their expertise. The remaining staff effort was removed from the project.

The programme developed has, to a large extent, followed the 70% descope option presented to
PPRP. This has generally focussed on maintaining the R&D activities and descoping or removing
completely the areas of the programme directed towards production of the detector elements. In
light of the changes to the LHC schedule this has been the correct course of action. However, we
wish to emphasise that as this is an R&D programme the milestones, deliverables and schedules
may change in response to changes in the LHC schedule and the international ATLAS Upgrade
programme. Such changes will be monitored within the areas (see 2.4 for area definitions) and the
PMB and reported to the OsC.

There has been good progress in the past year across the whole project, which is covered in the WP
reports. Many results were presented at the November ATLAS upgrade week [33 talks and several
session chairs]. The ATLAS upgrade week in Oxford at the end of March will provide the next
opportunity for the UK present its work in an international context.

Highlights of work completed since the start of the project include:

e Tracker: Completion of the first (international) 250nm multi-module object (stavelet),
followed by its successful readout and refinement.

e Tracker: Initial testing and evaluation of the 250nm thermo mechanical stave

e L1Trk: Estimates of L1 muon trigger rates at 2x1034cm-?s"' have been made and demonstrate
that additional information is required to maintain current trigger rate

e L1Calo: Successful implementation of the calorimeter trigger in simulation with pile-up and
tirst assessment of level-1 trigger performance at luminosities up to 5x10%*cm2s!

e L1Calo: Development of possible architectures for the phase-II level-1 trigger.

e HLT: Infrastructure has been put in place to benchmark trigger tracking code with
simulated high luminosity data and has been used to target the code optimisation work.
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HLT/Computing: Two components of the L2 Inner Detector pattern recognition code have
been successfully implemented on Graphical Processor Units and encouraging
measurements obtained

Computing: The simulation infrastructure has been adapted to incorporate different upgrade
geometries (requiring 64-bit identifiers)

Computing: Perfromance studies have highlighted issues with electron efficiency, which has
prompted the investigation of more radical lay-outs.

Computing: Studies of the 7TeV data have lead to an improved material description in
FLUKA, and good agreement is emerging with the predicted and measured
fluences. Reliable estimates of the 1 MeV neutron equivalent damage fluences have been
obtained from data.

2.3 Actions from previous meeting

None - this is the first meeting of this phase of the project.

2.4 Management Plan

The ATLAS-UK management structure is summarised in the following diagram (which is based

upon that presented to and agreed with the PPRP).
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ATLAS UK Collaboration Board This long-established body is the senior decision-making organ of
ATLAS UK. It is chaired by the ATLAS-UK spokesman, and oversees all ATLAS operational and
R&D activities in the UK. The UK CB meets typically twice a year for face-to-face meetings, with
additional teleconferences and email communication as required. With regard to the ATLAS
upgrade, the UK CB regularly reviews the project progress, and ratifies any documentation
submitted to STFC including to STFC OsC.

International ATLAS Upgrade Management Upgrade management for the ATLAS experiment as a
whole is coordinated by the international ATLAS Upgrade Steering Committee (USC), with
subgroups responsible for aspects of the upgrade and technical coordination of installation via the
Upgrade project Office. The UK holds many key roles in these bodies, including the most senior
position following the recent election of Phil Allport to the position of Upgrade co-ordinator.
Financial aspects (MoUs etc) are dealt with by the ATLAS RRB. There is an STFC representative
(Tony Medland) on the the RRB and the ATLAS-UK Spokesperson also attends by invitation.
ATLAS-UK Upgrade Project Management Board (PMB) This body consists of the Project PI (C.
Buttar), Project Engineer (I. Wilmut) and the area managers. It meets monthly by phone to review
progress and manage issues that impact the work areas and thus the whole project. It is through
this body that Working Allowance calls, changes in task scope, preparation for OsC and responses
to CERN schedule changes are discussed and actions proposed for approval by the UK CB.

Tracker UK Management (WP2,3,4,5)This is a team consisting of the Area manager (R. Nickerson),
Project Engineer, WP 2-5 leaders, and a CERN management representative (P. Allport). These WPs
are very closely linked and will produce common deliverables, so regular meetings are needed to
ensure good progress towards common goals. Cross-WP Programmes are discussed in detail and
actions on specific WPs created to ensure consistent motion towards common goals. At these
meetings costs and schedules are reviewed and updates from CERN are digested.

Trigger UK Management (WP6,7,8) This group is made up of the Area manager (N. Gee), Project
Engineer, and WP 6-8 leaders. The trigger WPs are independent of each other and will produce
different and independent deliverables. The group meets to monitor progress in the WPs and to
prepare a report for the PMB and discuss global ATLAS trigger issues.

Computing and Software (WP 9) As WP9 plays a central role in many aspects of the project as well
as being a WP in its own right, the manager (R Jones) is a member of the upgrade PMB.

WP Management  The WP manager directs the work of the WP and is responsible for the
staffing and budget. Internally to each of the workpackages are weekly or biweekly phone meetings
where task managers and other group members report progress or problems. These meetings are
where all management issues are addressed, including selection of speakers for meetings, any
budget matters etc. In addition to the phone meetings, there are periodic physical meetings which
usually focus on particular areas in need of more extended discussion. The WP manager reports at
the relevant area management meetings.

Schedule control and project reviewing  The top level project schedule is the responsibility of
CERN and the international ATLAS management. However, the UK representation on the various
project management bodies influence that, and whilst we only formally reschedule the UK activities
when official top level schedules are released, we remain abreast of what likely changes might be.
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3. REPORTS FROM TRACKING WORK PACKAGES
3.1 Summary of tracker project

Summary of Tracker Programme The approved UK tracker programme has two main strategic
goals. The first is to exploit the UK’s world-leading expertise to ensure a viable and effective design
emerges from the international strip tracker programme and to fully develop, prototype and
prepare for production of the strip detectors that the UK groups plan to produce. This mandates full
participation in the detector and system development and integration studies. The second goal, vital
to the UK in the longer term, is to expand participation in pixel detectors, which are seen as taking a
more central role in future experiments. This pixel work has an early focus on detectors for IBL and
as a later goal UK leadership in the disk regions of the upgraded pixel tracker.

Strip Programme Updates In the case of the strip detector, the major change to the programme
recommended by the PPRP was, in essence, to delay implementation of readiness for stave
production. The funding approved is sufficient to fully develop both the design and the assembly
methodology, but insufficient to equip and qualify production sites. On the schedule proposed by
ATLAS management at the time of the PPRP proposal this could potentially have presented
significant challenges to UK participation in the build phase of the programme. The recent re-
evaluation of the likely machine upgrade schedule has worked in the UK’s favour in this context;
the delay (~2 years) is consistent with allowing the UK to implement production readiness on the
longer time scale that the PPRP effectively wanted.

One other major benefit of the stretched schedule is that the work on developing the best possible
staves with the most cost effective production methods can be fully and thoroughly completed
ensuring that the best value for money is achieved in the long term. Some examples of such efforts
are found in the WP descriptions below.

The UK community is also remaining engaged with the stave backup programme which is being
pursued at the University of Geneva and KEK (Japan). This is continuing development of the
supermodule local support option. There is no active UK effort directed specifically at this after the
ATLAS review selected staves as the basis for common future international work, however, as
much of the UK effort is relevant to the supermodule programme, the UK is effectively staying
engaged and capable in the supermodule area.

In response to a call from the International collaboration, the UK has adapted its strip programme
to exploit the 130nm chip design capability at RAL. A tightly proscribed design effort aimed at the
hybrid controller chip, HCC, which the UK has been specifying, has proved essential to help
expedite the delayed 130nm chip development programme.

Pixel Programme Updates The evolution of the ATLAS programme for the pixel tracker has been
more complex. As described earlier, the schedule alterations have resulted in a situation where the
likely upgrades will take place in 2013/14, 17/18 and 21/22. Whilst the long lead time for strip
tracker fabrication mean this is essentially a straight forward delay of ~2 years for strips, the new
schedule allows for various options with regard to pixel trackers. The early UK work is largely
unaffected as it is dedicated to sensor development, including use in the IBL, and to software
studies. However the longer-term scenarios are quite uncertain and the UK Tracker Upgrade
Management team is monitoring this situation very closely. There is undoubted enthusiasm in the
international community for UK participation, and the UK focus will remain the forward regions of
the pixel tracker, however the form of the mechanics and even the schedule for likely replacements
is in flux. It is the consensus view of the UK community that the most likely scenario is that a major
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pixel tracker upgrade will take place at the same time as the strip tracker for many technical
reasons. This is not assured. One important update to the pixel programme has been the start of an
exploratory participation in the NewPix upgrade being considered for the 2017/18 shut-down. The
UK pixel team will look at 4-chip modules for this programme, an effort which meshes well with
the rest of the pixel work.

International Tracker Upgrade Organisation Management of the International Tracker Upgrade
Programme has been reorganised since the PRPP programme approval. The structure of the work is
also under development. Under the umbrella of the ATLAS Upgrade Management there now exists
an Inner Detector management, the ITk. Within this there are, to date, five groups. An integration
group, a local supports group, a simulation group, a services group, and a strip module group. It is
anticipated that there will also be formally a pixel group. Three of these five have UK coordinators.
The UK is also represented in the ITk. The formation of this structure is recent and it is a work in
progress. It would be disingenuous to suggest that the exact boundaries between these working
groups are as yet precisely defined, however the UK is fully committed to helping improve the
management even further and is playing a leading role in the evolving structures.

UK Tracker Programmes One facet of the UK tracker upgrade work which has evolved since
approval is the need for ‘programmes’. These are mentioned in the management section of this
report, and are one outcome of the Tracker Area Management process. Some work naturally spans
multiple workpackages, (for example production of a thermo-mechanical prototype stave), so there
is a need to ensure that such programmes are monitored and progressed. The top level deliverables
in the programme are serviced by these programmes.

The major top level deliverables are a fully functional full length stave built using 250nm ASICS; a
full size advanced thermo-mechanical stave developed for 130nm ASICs and a short electrical stave
(stavelet) using 130nm modules.

Programme managers have been identified to ensure that the pan-workpackage programmes are
properly monitored and managed. The programmes are: Stavelet250, Stave250, Stavel30, B180, and
Radiation Studies. The B180 and Radiation Studies programmes enable crucial testing work at
CERN and other facilities and have been established in response to the international programme. By
identifying a programme manager for the UK contribution (Huffman), a high UK profile is ensured
in what will be a programme vital to both the technical developments and also to the formation of
the build phase collaboration.

Industrial Collaboration Wherever possible the work is being done in collaboration with British
Companies. Development work, for example in carbon fibre, is aimed at techniques which are not
(yet) industry standard, such as co-curing electrical tapes with carbon fibre skins. This is an example
of work of interest to local industry. A UK company is also investigating production of a non-
standard low temperature pre-preg for the collaboration. In the ideal world it will be possible to
export these techniques to industrial partners in the longer term. Other companies are working as
collaborators are developing hybrid manufacture methods and on aspects of ASIC work.

Summary of Programme work The tracker programme has made excellent progress in all areas.
There have been some hold-ups due to delayed delivery of components from industry (such as
detector wafers), but on the whole the programme has run reasonably close to the revised schedule.
All the necessary software and hardware has been prototyped to enable production of electrically
functional stavelets and a full sized thermo mechanical stave. The design of these has been driven in
part by integration studies, including manufacture of a full size model of the stave end region.
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Much detailed work has been accomplished to understand the radiation hardness of components,
including cold fibres. A materials data base is close to completion. Implementation of serial
powering has been accomplished and DC-DC work established. These have required establishing a
HSIO based DAQ system.

Mass reduction is a critical area for the final detector and a large effort has been directed at this,
both in conceptual studies and in the module construction and stave core work. 130nm ASICs are
another crucial element to mass reduction, amongst other things, and work in this area is
underway.

The pixel programme has seen successful production of detector wafers for the IBL project and
encouraging developments in bump bonding at RAL. The software effort has ramped up and is
putting the UK in a position to take a leading role in the simulation effort. The programme has
adapted to the changing schedule and international conditions and will focus on 4 chip module for
NewPix as a near term goal.

3.2 WP2: On-Detector Electronics
3.2.1 Impact of 70% descope on WP2

The on-detector workpackage was originally conceived to do the development, prototyping and
preparation work in on-detector components to take each of the two proposed UK production
clusters through to full production readiness. In accordance with the PPRP approval, the revised
programme aims to deliver a reduced number of components commensurate with the three stave
programme defined above; to perform enabling work such as the industrialisation of hybrid
manufacture and the optimisation of build techniques; and to transfer production skills and
processes between the clusters, both within the UK and the international community. Expenditure
on infrastructure items has been reduced to the minimum needed to support the R&D programme:
before preparation for full production readiness, a further capital injection will be needed to achieve
the required production rate.

3.2.2 Progress of project to date

The ABCN-25 ASIC, in IBM 250nm technology, is at the heart of the present programme. Twenty-
four wafers of these chips were screened at RAL and diced by industrial partner Micross
Components Ltd. This provides sufficient tested ASICs to support the international programme in
its current phase.

The next phase of the project will use ASICs in IBM 130nm technology, with the first ABCN-13
chips scheduled for delivery in Q3/2012. Specification of the companion Hybrid Controller Chip
(HCC) is a UK responsibility and must be completed on a similar timescale. It has proved necessary
to secure design effort from the RAL TD ASIC group to ensure that this work is completed on time.
This represents a modest and tightly proscribed redirection of existing effort within the

workpackage. Additional support for HCC activities will be achieved through use of RG resources
at UCL.

Three batches of panellised hybrids have been produced by industrial partner Stevenage Circuits
Ltd. A yield of greater than 90% has been achieved, with each circuit being dimensionally accurate
to better than 100 microns in two dimensions. The addition of passive components to the resulting
184 circuits is ongoing, by industrial partner Hawk Electronics Ltd, using automated pick and place
techniques. Development of novel, low cost die attach tooling has continued at Liverpool such that
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20 ABCN-25 ASICs may now be glued to a hybrid simultaneously, to a precision of better than 15
microns.

A total of 20 modules have been built at Liverpool, the last five having improved control of glue
layer thicknesses as a result of improved techniques and tooling. The export of module
construction skills to multiple sites has also commenced, with training sessions having been held at
Liverpool for personnel from Cambridge, and international collaborators from LBNL and UCSC.
Duplicate sets of module construction tooling have been produced for use at these locations and
two further overseas institutes are making their own jigs to the Liverpool design. As a first step
towards a dedicated stavelet to study DC-DC powering, an updated module test frame PCB was
made to facilitate the first, successful, test of a stavelet module with each hybrid powered by a
dedicated DC-DC converter.

A revised power tape for the planned DC-DC stavelet was successfully designed and fabricated. A
dedicated computer controlled knife cutter has been commissioned to facilitate the production of
service tapes with cover layers. These tapes cannot currently be fabricated in UK industry.

The Versatile link project, which will form the basis of the on-stave optical interface, has made
significant progress in the last year. System level specifications of the optical link are complete
based upon expected SLHC radiation levels at the inner tracker volume and the power margin fits
within component performance after radiation. Prototype systems exist at CERN and at SMU with a
full set of front-end components and a mechanical prototype of the connector package. Of particular
importance is the fact that UK personnel are fully versed in these systems.

3.2.3 Plans for next 6 months

Due to over production at IBM, the international community was able to obtain four more ABCN-25
wafers at a discounted price. These wafers will be screened in part at RAL and, looking towards the
sharing of the future ASIC screening load, in part at Glasgow. Work to develop verilog models of
the HCC chip will continue at RAL and UCL.

Cambridge will populate a small number of hybrids, using a copy of the Liverpool tooling to attach
ABCN-25 die. A further iteration and submission of the hybrid design is planned to improve the
flatness of the panellised circuits.

A series of dummy modules will be produced, using glass in place of the silicon sensor, in order to
further optimise the glue pattern used to attach the hybrids. Additional sites, both UK and
international, will produce their first electrical modules. Together, the collaboration will make
sufficient modules to support a further two single sided stavelets, one with DC-DC powering and
one with serial powering, destined to form the basis of system evaluation activities at CERN.
Further modules will be constructed for the stave prototyping programme.

Tests will be undertaken to determine the minimum amount of material needed to screen a stave
module against various aggressor signals, looking towards a possible reduction in service tape
mass. A computer controlled gantry system will be delivered: this will form the basis of a large area
tlying probe system to be used to test service tapes.
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3.2.4 WP milestone plan

Milestones achieved in the last six months

Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
Milestones due in the next six months
Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
M2.1 WP2 Modules Mar 2011 On Track
available for DC-
DC Stavelet
M2.2 WP2 Modules May 2011 On Track
available
for SP Stavelet
Overall Milestone List
Milestone | Work Milestone Original | Target Actual Status Delay due to Affects See Note
No. Package | Description | Date Date Date UK? Other Critical
Path?
Collaborators? | —
M2.1 WP2 Modules Mar 2011
available
for DC-DC
Stavelet
M2.2 WP2 Modules May 2011
available
for SP
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Stavelet

M2.3

WP2

Modules
available
for Stave

Oct 2011

M2.4

WP2

Final
Sensors
available

Jun 2012

Delayed

21

M2.5

WP2

ABCN-13
ASIC
Evaluated

Jul 2012

Delayed

21

M2.6

WP2

First
ABCN-13
Hybrid

Aug 2012

Delayed

21

M2.7

WP2

First
ABCN-13
Module

Sep 2012

Delayed

2.1

M2.8

WP2

HCC ASIC
Evaluated

Oct 2012

Delayed

21

M2.9

WP2

First HCC+
ABCN-13
Hybrid

Nov 2012

Delayed

21

M2.10

WP2

First HCC+
ABCN-13
Module

Dec 2012

Delayed

21

2.1 Delayed due to revised ASIC Schedules. The UK has redeployed resources to work on the ASIC designs to minimise this delay.
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3.2.5 Deliverable summary
Deliverable and description | Target Target Status
Date date
(original) | (revised)
Modules for DC-DC Stavelet | Mar 2011 On Track (75% complete)
Probe last four ABCN-25 | Apr 2011 On Track (25% complete)
Wafers
Modules for SP Stavelet May 2011 On Track
Modules for 250nm Stave Oct 2011 On Track
Power Tape Testing Machine | Feb 2012 Deliverable reduced in scope:
complete now one machine instead of
two.
Modules for 130nm stavelet Feb 2013 Delayed due to revised ASIC
schedules

3.3 WP3: Off-Detector Electronics
3.3.1 Impact of 70% descope on WP3

As originally proposed there were two main tasks in WP2: Support services for the stave prototype
programme; and developing these service systems in support of the final upgraded strip detector.

As the WP3 work entails a significant proportion of service work rather than fabrication of
infrastructure, cutting back to 70% funding level resulted in a reduction in the number of tasks
which can be accomplished. Priority has been assigned to providing support to systems required by
the current prototype programme.

The Serial Powering work is scaled back and the equipment budget is cut by sharing facilities,
potentially causing delays later in the programme. However by staging the remaining, crucial,
hardware purchases, and relying on our international collaborators to take on essential tasks,
milestones can still be met.

The passive optics task is defined within the Versatile Link collaboration. UK institutes will have to
assume more modest role within the collaboration. Milestones will be met but on a delayed
schedule. The depth of understanding of the optical network performance in heavy radiation will
potentially be less than ideal, compromising proper anticipation of all issues.

The data acquisition work gives up all tasks that are not strictly essential in providing a readout
system for the stave(let) prototypes currently under design or construction. Development of DAQ
for module production Q&A, and Versatile Link integration will be delayed, and studies towards a
DAQ system for the final upgraded detector postponed.

Finally the work on system evaluation has been scaled back in line with the reduction of planned
stave prototypes. The effort listed in this subtask has been redirected to work on the development of
the testing centre for stave/stavelets and their components in B180 at CERN
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3.3.2 Progress of project to date

The first serial powering constant current source, and its successor have been designed and built.
These have been evaluated in detail on a testbench, and have been used to power the stavelets. The
first prototypes of the power protection chip in 130nm technology chip have been submitted after
and extensive development and simulation programme in collaboration with our US colleagues. UK
institutes are producing test equipment in anticipation of the chip prototypes.

The UK contribution to the passive optical components evaluation within the Versatile Link project
has focused on providing a reliability analysis of both MultiMode (MM) and Single Mode (SM),
high-bandwidth optical fibres, as well as optical couplers and connectors. A large temperature
dependency to radiation induced damage in optical fibres has been observed. In consequence, a
CO: cooling system has been designed, built and commissioned to enable cold irradiation of
candidate optical fibres. The SM fibres show promising characteristics, whereas the accelerated tests
of MM fibres indicate a relatively short usable lifespan in sLHC conditions. More investigation is
needed.

A HSIO-based DAQ was developed in the UK for stavelet readout. For use in the current
programme, a batch of HSIOs to UK specification, and associated interface boards, has been
produced. The UK team has developed the software and firmware and provided associated support
to the international collaboration. Within the prototyping programme, extending the feature set of
the DAQ is a ongoing process, and is led by UK institutes.

3.3.3 Plans for next 6 months

The serial powering effort will mainly focus on fine-tuning the current source, using a stavelet as
the ultimate testbench. The development work will focus on the transition to the 130nm chipset, and
integrating the serial powering concept further with the on-detector electronics.

Candidate fibres will be assessed for their reliability at CERN, in cold conditions. Test processes and
fixtures will be designed to commence testing of connectors and couplers.

With stable versions of the DAQ firmware and software now in place for roll-out, developing the
support for features for future stave prototypes will take priority.

System evaluation and testing will focus on preparing the facility in B180 at CERN for testing of the
DC-DC stavelet, and possibly a prototype supermodule.
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WP milestone plan

Milestones achieved in the last six months

Milestone No.

Work Package

Milestone

Description

Original Date

Target Date

Actual Date

Status

3.1

WP3

Programmable
Power Supply
evaluated

Oct 2010

22/10/10

22/10/10

Completed

Milestones due in the next six months

Milestone No.

Work Package

Milestone

Description

Original Date

Target Date

Actual Date

Status

3.2

WP3

CERN facility
ready for DC-
DC stavelet
testing

Apr 2011

On Track

3.3

WP3

Programmable
current source
ready at CERN

May 2011

On Track
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Overall Milestone List

Milestone

Work

No.

Package

Milestone
Description

Original

Target

Actual

Status

Date

Date

Date

Delay due to

UK?

Other

Collaborators?

Affects

See Note

Critical
Path?

M3.1

WP3

Prototype
programmable

supply
evaluated

Oct 2010

20/11/20

Achieved

N/A

N/A

N

M3.2

WP3

Test facility at
CERN ready
for DC-DC
stavelet

Apr 2011

On Track

N/A

N/A

M3.3

WP3

Programmable
current source
ready at CERN

May 2011

On Track

M3.4

WP3

HSIO-DAQ
adapted for
ABCn-13

Jun 2012

M3.5

WP3

HSIO-DAQ
modified for
ABCn-13 +
HCC

Sep 2012

Ma3.6

WP3

Cold testing of
fibres at CERN

Aug 2011

On Track

M3.7

WP3

DAQ ready for
Stave-250

Nov 2011

Delayed
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3.3.4 Deliverable summary

Deliverable and description | Target Target Status
Date date
(original) | (revised)

Hardware between HSIO and | Feb 2011 01/02/11 Completed (see Note 1)
EOS controller, including

Versatile Link

Test procedure and setup for | May 2011 Ongoing, small delay due to revised
production fibre, pre- and post temperature requirement of fibre
irraidation investigation

Specifications and evaluation | Nov 2011 On track

test setup for the
programmable power source

Provision of Stave09 services | Jul 2011 On track: effort ongoing in conjunction
systems: cooling, power, and with work for B180 (CERN) test facility.
readout at a CERN test stand

Note 1: in order to comply with the 70% budget restriction, the Versatile Link integration was not pursued.

3.4 WP4: Mechanical
3.4.1 Impact of 70% de-scope on WP4

The original aims of the WP4 workpackage were: to iterate and optimise the existing mechanical
staves, reducing material and improving performance; to fully develop the tooling and processes
needed to begin production; to understand how the inner detector will be integrated and be pro-
active in this development work with international collaborators; and to have a fully developed
quality policy for the build program that will ensure high quality production.

The major loss to the programme in the de-scope has been in preparations for production readiness:
specifically cuts have been made to: the purchase of major items of capital equipment needed for
the production phase of the project, (unless needed for development work); the procurement of
production materials; site preparations for assembly; travel; and finally TD effort. The strategy has
been to maintain the goals but to pull back on the more advanced milestones relating to production
readiness, effectively significantly stretching the programme.

3.4.2 Progress of project to date

A comprehensive list of thermal and mechanical properties of candidate materials has been
compiled and a draft summary document is imminent.

Orbital welding of thin-walled stainless steel tubes (beyond current commercial limits) has been
demonstrated. Bending of larger bore titanium tubes has been accomplished and work is now
evolving to smaller bore tubes. Procurement of 2.2mm OD titanium tube from UK industry for
future prototyping and also for the ATLAS IBL has been completed. Two CO: ‘blow-off” systems
have been constructed and are in use.

A thermo-mechanical stave has been completed and is under test at RAL. This is the most complete,
most realistic thermal prototype built within the international stave community and is a significant
achievement. Preparations are being made to allow the deformations of the stave to be studied
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optically with ESPI. The co-curing of pre-preg to bus tapes using custom-made curved jigs and
cure-cycles for optimal laminate flatness has being studied. This development work is of interest to
UK industry. The development of custom, low-cost corrugated cores has been demonstrated. Two
stavelets (a 0.5m long mini-stave) have been delivered to the international stavelet programme.
Links with UK industry to produce low temperature cure pre-preg have been established. Stave
FEA simulations from different authors now agree at the 5% level.

A first generation module mounting system has been used to mount 24 modules on the UK thermo-
mechanical stave and 4 electrical modules on the first stavelet. The development programme
leading to a prototype of the final system has been designed to co-exist with the request from the
international stave community to provide module mounting facilities during 2011 for stavelets (2
UK + 2 US) and a full length stave (Stave250). The first phase of engineering design for the
Test/Transport system is in progress. The opportunity to supply frames for 2011 stavelets is being
studied and this will be incorporated in to the planning and the first prototype frames will be used
on electrical stavelets.

In the area of integration studies, the feasibility of in-situ welding of cooling tubes has been
demonstrated with a realistic services layout. Custom tooling has been designed and manufactured
and welding trials are continuing. FEA studies of stave-to-cylinder interfaces and measurements of
the performance of prototypes are beginning to inform the engineering design of the support
cylinders with respect to material optimisation. An alternative, lower mass, support structure idea
has been developed to the conceptual level, backed up with the results from FEA, using a small
amount TD effort.

Work presented by WP4 members at CERN shows that reduction of material in the tracking volume
will benefit significantly from a better understanding of the mechanical interface between the stave
and the global support structure. The stiffness of staves could be exploited to reduce the material in
the global support structures. This work is important as the savings in material are very
advantageous, particularly if the half-length of the barrel increases to 1.6m as has been proposed.

3.4.3 Plans for next 6 months

The international stave collaboration has recently reviewed the requirements for staves and
stavelets. It is now expected that UK groups will supply a further two stavelet cores by 2011/Q3
followed by one 2012. These represent a small change to the original programme, but the effective
extra cost is negligible. The development of stave/stavelet assembly tooling would already have
resulted in similar items. Similarly, a requirement for stavelet handling frames has been identified
by the international stave community. Work within WP4 task ‘Test / Shipping Container’ is
scheduled to deliver prototype stave frames by 2011/Q3 (see below) and with a minor change to the
programme will develop the (smaller) stavelet frames required.

By task area the plans are: In materials to use the draft material document to inform the future
measurement programme; in cooling to develop bending and welding of 2.2mm OD titanium tube
and to deliver circuits to the stave/stavelet development programmes; in Stave Assembly to complete
analysis of the thermo-mechanical stave using ESPI and to develop stave assembly tooling to
improve geometrical accuracy. Also to supply stavelets to the international stave programme as
described above; in Module Mounting to provide module mounting capability to the international
stave programme including development of system components incorporating new traversing
stages, optics and software; in Test/Transport Systems to develop test/shipping frame design and
supply frames to international stave programme.; and in Integration to develop support structure
requirements, evaluate spider-web support structure design in terms of mechanical performance
and radiation length and compare with cylinders, and to complete the services model with the
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addition of representative electrical services. It will also be necessary to evaluate the implications on
the thermo-mechanical requirements of ATLAS ITk-SC initiative for longer barrel staves (1.6m).
These will include the impact on cooling and tape design of the stave and the more global issues of
handling and integration.
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3.4.4 WP milestone plan

Milestones achieved in the last six months

Milestone | Work Milestone Original Target Actual Status
No. Package Description Date Date Date

Evaluation of

Done. 1 ith 1/8” titani .
M4.1 WP4 titanium tube Dec 2010 31/12/10 one' Sta've et Wlt '/E.B titanium tubes constructed
Welding issues identified.
completed.
Milestones due in the next six months

Milestone | Work Milestone Original Target Actual Status
No. Package Description Date Date Date

Prototype

test/shipping
M4.2 WP4 . Dec 2011 On track.

container

evaluated.

Overall Milestone List
Milestone | Work Milestone Oricinal Date Target Actual Status
... ginal Date
No. Package Description Date Date
Evaluation of Done. Stavelet with 1/8” titanium tubes constructed
M4.1 WP4 titanium tube Dec 2010 31/12/10 L . e ’
Welding issues identified.
completed.
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Prototype

(stavelet)
M4.2 WP4 test/shipping Dec 2011 On track.
container
evaluated.
Functional
tot f
?:ﬁ_:czlz €0 On track. International stave programme assumes
M4.3 WP4 module Nov 2011 module mounting capability at RAL during 201. Need
. to maintain capability during system development.
mounting
system.
. On track. Experience in the manufacture of the
Final stave core Thermo-mechanical stave and stavelets will be used to
M4.4 WP4 selected and May 2012 . . .
iterate the tooling design and subsequently
prototyped.
manufacture a new round of prototypes.
Ben‘dlng and' On track. Procurement of 2.2mm OD titanium tube
orbital welding (shared with ATLAS IBL project) completed. Tub
M4.5 WP4 0f 22mmOD | Dec 2011 shared with 2. — project) comprered. 1Hbe
. bending / welding studies starting. Prototype tubes
titanium tubes will be supplied to stave (and stavelet) assembly task
demonstrated PP y '
Define
M4.6 WP4 Production Feb 2012 On track.
Frame
Full set of
M4.7 WP4 measured Nov 2011 On track.
material’s
properties
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3.4.5 Deliverable summary

Deliverable and description Target Target Status
Date date
(original) | (revised)
Final set of material choices with fully Draft document used to
. . Nov 2011 . .
characterised properties identify further work

Completed for 1.8” OD tubes
and work now starting for
May 2012 2.2mm OD. Preparations for
mass manufacture removed
due to funding cut.

Evaluation of titanium tube, spec and
plans for mass manufacture

Delivery of 1¢t core for suitable for 130nm FEA will still be ongoing for

Dec 2012
ASICs ec20 verification
1 1 st
Dehvg core suitable for 1t 130nm Mar 2013
electrical stave
.. Prototype stave and stavelet
Prototyped full scale test/shipping . .
i . . Sep 2012 shipping systems will be

system with tooling to fabricate

developed.
Full sized Module mounting system Jun 2012
complete
Complete feasibility study of strawman
vl4 service layout & input CERN Dec 2011

integration group for next generation

layouts.

3.5 WP5: Pixel detector
3.5.1 Impact of 70% descope on WP5

The original aim of WP5 was primarily R&D with the objective of positioning the UK to take part in
the pixel R&D programme that would lead to the UK taking and ultimately taking a leading role in
the construction of an element of the ATLAS pixel upgrade. Initially, discussions with the pixel
community showed that there was little planning or effort on the forward disk region and that this
would be a natural area for the UK to participate in the pixel tracker upgrade. This required
maintaining a programme in the areas of sensors, modules and interconnects, layout and
mechanics. The option of dropping one area to achieve the 70% descope was considered carefully,
but at this stage it would have limited the UK’s ability to build a pixel system for the upgrade and it
was decided that the cut should be applied across the programme, resulting in potential delay.
Constant re-evaluation of the appropriate programme is undertaken, as is evident in the report
below.
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Cancelling the UK contribution to the ATLAS-FP project (WP1) has resulted in the transfer of
additional RG staff into WP5 within the budget as agreed with STFC. These RG staff have skills
covering sensors, modules, electronics and mechanics that will be valuable to the pixel programme.

3.5.2 Progress of project to date

The initial pixel programme was directed towards the UK taking a leading role in the development
and construction of the forward pixel system in the full tracker upgrade in 2020. However with the
changes in the LHC schedule the possibility of a pixel upgrade around 2017/18 is under discussion.
The UK programme is being adapted to include this upgrade scenario and discussions are being
held with the pixel project leaders to establish the UK contribution to this programme.

In the area of sensors there is an established programme for both planar and 3D development
directed initially towards the IBL. Planar n-in-n, 3D Si and CVD diamond are under evaluation.
Sensor qualification is underway using unirradiated and irradiated FE-I4 modules. A review in June
will select the technology. The UK-led work on 3D sensor technology continues to show good
progress with four wafers from FBK delivered to IZM for bump-bonding. Other manufacturers will
provide wafers soon. Micron Semiconductor Ltd will fabricate 4 planar sensor wafers with n-in-n
devices designed according to the IBL baseline within the IBL planar programme (funded by an
STFC PRD grant). This will allow Micron to act as a backup supplier for the IBL planar pixel
production. Wafers of n-in-p are also being fabricated at Micron for evaluation for the sLHC pixel
upgrade.

In response to the LHC schedule changes, ATLAS requires IBL installation during the 2013/14
shutdown. Pre-production planar sensors will be fabricated by CiS and 3D sensors by CNM and
FBK. The UK will contribute around 14% of the funds for the IBL sensor production The UK
institutes involved in the IBL programme will contribute to the sensor testing using systems
supplied by international collaborators, now expected in March due to production delays.

In the area of Modules the UK is aiming to fabricate a 4-chip module. This change to the original
proposal is mandated by the revised schedule and possible 2017/18 upgrade. This is a critical
element in establishing the role of the UK in the pixel programme. The UK will contribute to the
construction of a 4-chip prototype module in the areas of 4-chip sensor fabrication, bump-bonding
and data-merging.

On Interconnects bump-bonding is a bottleneck in module fabrication. To address this bottleneck we
have been investigating UK bump-bonding. RAL is currently commissioning an Indium based
bump-bonding process. Wafers of FE-chip and wafers of sensors for to facilitate mechanical and
electrical tests will be provided. This will not be a full production process but will provide a UK
facility to support the development of pixel module construction. In the longer term RAL might
provide a small production bump-bonding process that would be used during the construction of
the sLHC pixel upgrade. This has applications including space science, CMS upgrade and devices
for Diamond and XFEL.

On Layout and mechanics the plans have changed to adapt to circumstances. In the proposal, the
programme consisted of the construction of a thermo-mechanical prototype and layout studies to
understand the optimum configuration for the modules and services on disks. The design of the
tracking system for the pixel upgrade in 2017 is currently less certain, in particular, a tapered barrel
design is being considered. It is not yet appropriate to proceed with detailed mechanical design and
prototyping. The efforts of the group on mechanics have been focussed on establishing a simulation
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framework to evaluate the new proposals. Discussions with experts on the available tools have been
held and the consensus is that the most appropriate tool for these studies is FATRAS. The WP5
team has started working with the FATRAS experts to ensure that the package is able to represent
the geometries required; which requires significant upgrade.

3.5.3 Plans for next 6 months

The sensor programme will focus on the IBL sensor qualification. IBL FE-I4 modules will be tested
in the lab and in a testbeam. Expertise in testing pixel modules with FE-I3 and FE-I4 chips will be
exported to the additional UK groups. FE-I3 and FE-I4 test systems are due for delivery in March —
late due to delays in production.

Following the sensor qualification programme there will be an MoU for the construction of the IBL.
The MoU will be sent to funding agencies in July with the aim of having agreement in August to
allow the schedule for installation in 2013 to proceed.

The module programme will focus on designing a 4-chip pixel module and procuring the
components: FE-I4chips, hybrids, flex cables. A four-chip planar sensor mask will be designed and
submitted to Micron to provide test pieces for the 4-chip module programme. Alternatives to bump-
bonding at IZM will be investigated, both through RAL as described below and VIT who bump-
bonded the ALICE pixel sensor.

In the area of interconnects, RAL will continue to commission their bump-bonding process. Initial
electrical tests will be made with daisy chains. WP5 will procure test wafers required for this
commissioning for mechanical and electrical testing.

Mechanics and layout studies will concentrate on establishing which of the proposed forward
detector geometries provides the best performance using ATLAS tracking tools. Once this is known,
detailed engineering designs of the appropriate mechanical and cooling structures can start.
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3.5.4 WP milestone plan

Milestones achieved in the last six months

Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
Milestones due in the next six months
Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
5.1 WP5 USBPix readout | March 2011 May 2011 Pending delivery
system setup in
institutes
52 WP5 Report on sensor | June 2011
qualification
tests
Overall Milestone List
Milestone | Work Milestone Original | Target Actual Status Delay due to Affects See Note
No. Package | Description | Date Date Date UK? Other grlisal
Collaborators? fath?
5.1 WP5 USBPix March May Pending Y 1
readout 2011 2011 delivery
system
setup in
institutes
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52

WP5

Report on
sensor
qualification
tests

June 2011

5.3

WP5

3D sensor
delivery

June 2012

54

WP5

Delivery of
4-chip
planar
sensors

Oct 2011

Design
starting

5.5

WP5

Electrical 4-
chip planar
module
ready

August
2012

5.6

WP5

Thermo-
mechanical

prototype

design ready

Feb 2012

1. USBPix systems were lost in transit and are being replaced by non-Uk collaborators. This has delayed UK institutes setting up systems
to test pixel modules for IBL programme.
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3.5.5 Deliverable summary

New deliverables for discussion

Target Target Status

Date date

(original) | (revised)
UK contribution of tested IBL | Sept 2012 Pre-production sensors
sensors delivered for IBL technology

evaluation programme

Evaluation of sSLHC design March

3D sensors 2013

Results from planar 4-chip March

module 2013

Layout design for sLHC pixel | November Starting; identifying tools
upgrade 2011

Results from thermo- March

mechanical tests 2013

4. REPORTS FROM TRIGGER WORK PACKAGES

The three-level ATLAS trigger system was described in detail in the initial bid for UK upgrade
funding. The overall goal of the upgrade project is to retain the trigger sensitivity to new physics as
the LHC luminosity rises, in stages, to 5 x 10%cm2s.

4.1.1 International Context

ATLAS Trigger and Data Acquisition (TDAQ) is managed internationally by a two-person Trigger-
DAQ Management Team (TDMT). TDAQ upgrade matters are managed by an enlarged team
(“TDMT+3”, which includes N. Gee and N Konstantanidis as members) and by the TDAQ Steering
Group (J Baines is a member). Under this leadership, the 73 institutes contributing to ATLAS trigger
and data acquisition (TDAQ) have agreed on a common upgrade R&D proposal, which is now in
the final stages of formal approval within ATLAS.

The TDAQ R&D proposal foresees that TDAQ will not be completely replaced at any stage of the
LHC upgrade, but will rather evolve in a sequence of steps required by the changing physics,
detector, and luminosity. Decisions on scheduling will have to take account of the complex
relationships between, for example, calorimetry readout and muon detector changes and L1Calo,
the Fast track Trigger (FTK) and Insertable B-Layer (IBL) project and HLT, and the effect of the
overall inner detector architecture on L1Track. The ATLAS-wide Phase-I Task Force mentioned
above is charged with ensuring overall compatibility for the Phase I upgrades.

It is worth repeating that the UK trigger upgrade projects are essential to the overall success of the
ATLAS upgrade. While the connections between the UK trigger activities may not be as direct as in
the case of the tracker projects, there are strong links via the representation in influential bodies of
ATLAS upgrade management.
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4.2 WP6: Level 1 Calorimeter (L1Calo) Trigger
4.2.1 Context

This section describes the UK part of the L1Calo trigger project. It should be considered provisional
as the international L1Calo collaboration is currently discussing the overall plan and the division of
tasks (this will be discussed in depth at the L1Calo management meeting which takes place on the
23 March).

4.2.2 Impact of descope on WP6

The main impact of the descope with respect to the original proposal was to delay the prototyping
of the planned topological processor. Given the current operational plan for the LHC, and
following-on from the discussions with PPRP, it is now planned that the Phase-I topological
processor should function as a prototype for the Phase-II upgrade. This means proceeding at a
slower rate than the original and is thus compatible with the reduced level of funding. The exact
nature of the topological processor and its place in the Phase-II upgrade is contingent on the results
of the simulation studies, which are underway.

Despite proceeding at a slower rate, the UK is retaining its leading role in the ATLAS-wide L1Calo
upgrade project where the UK has a leading role in: the detailed trigger simulation studies with
pile-up; the development of firmware to drive elements of the current system at high clock speeds;
studies of the implementation of topological trigger algorithms in firmware; developing the new
L1Calo system architecture for the Phase-II upgrade.

The main deliverables of the descoped funded project (Q1 2010 — Q4 2013) are:

e to develop detailed designs for the Phase-I and Phase-II L1Calo upgrade such that the
construction phase could begin in phase of funding.

e to prototype the key elements of an ATCA based system operating at 5-10 GHz by
constructing a demonstrator/test slice.

4.2.3 Progress on the project to date
The effort in WP6 the past 12 months has focused on three main directions:

(a) Validation of the ATLAS high-luminosity simulation of L1Calo trigger rates and, in
particular, to fully understand the limitations of the current system with the aim of
understanding the impact on physics sensitivity and the requirements of the topological
trigger processor. These ongoing studies are central to defining the details of the L1Calo
upgrade project.

(b) Understanding the challenges and technological solutions to triggering at high luminosities
at the LHC. These studies have included the evaluation of ATCA options; studies of
memory/processing limitations of FPGA-based topological algorithms; studies of over-
clocking the Cluster Processor modules (the first step in the Phase-I upgrade); and
developing a plan for a test-bed for the development of multi-GHz processing foreseen for
the Phase-II upgrade.

(c) Developing the model(s) for the Phase-II L1Calo trigger system (Phase-II). This UK led work
has produced a realistic strawman model for the final L1Calo system. In this model the
“level-1” trigger is based in two stages, a hardware-based level-0 accept including a
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topological processor and a level-1 system with longer latency and more detailed
processing.

Simulation The simulation of high luminosity events is extremely challenging in the ATLAS
software environment. It requires going back to the simulated analogue signals from the
calorimeters. Because the analogue pulse from the LAr calorimeter spans approximately 30 bunch-
crossings, the simulation of pile-up also needs to be performed at the bunch-train level.
Consequently, the required computer memory and CPU resources are significant. In the last 12
months the UK has made the central contribution to the development of a reliable simulation
L1Calo at high luminosities. The UK developed “stand-alone” overlay software where only the
aspects of the overlay relevant to L1Calo where simulated. In developing and validating this
software, at least two major bugs (which resulted in trigger rates being wrong by about one order of
magnitude) where identified in the existing simulation software. These fixes have been propagated
to official ATLAS simulation, thus allowing the full simulation of pile-up, or just the L1Calo aspects.
Using the software developed in the UK, it is possible to simulate pile-up for luminosities up to
10%5cm?s. This has been used to begin to understand how the performance of the current system
evolves with luminosity. A first full study will be presented at the April ATLAS upgrade meeting.
In addition to studying the performance of the current system, studies of the potential impact of
using finer-grained information have started, although it is to early to draw any conclusions.

Technology Demonstration

Design The UK is leading the work on the design of the Phase-II upgrade. Several conceptual
designs have been considered. The level-0 accept (LOA) is generated within the 3us latency imposed
by the on-detector buffers. The level-0 system incorporates topological information in the LOTopo
processor. The current intention would be to roll-out a prototype of the topological processor as
part of the Phase-I upgrade. In this model it is envisaged that muon trigger regions of interest (Rols)
will be used at this stage. The data from events passing the LOA would then be buffered and
processed asynchronously thus allowing the level-1 accept (L1A) to use finer granularity
calorimeter information and the results from the track trigger. The implementation of the level-0
system, with its tight timing requirements would be hardware/FPGA based. The input and output
data rates of such a level-0 system are such that it could be implemented in a relatively small
number of ATCA crates. The level-1 system could potentially be processor based, here the details
need to be worked out. It should be noted that the strawman system described above is just one
possible design for the Phase-II upgrade. The intention is to continue to refine this option (and
others) and thus understand the technology requirements. This work will run in parallel with the
design and implementation of the technology demonstrator.

4.2.4 Plans for next 6 months
The main focus of the WP6 work in the coming six months will be:

e Completing the L1 trigger rate studies for electrons and jets and in particular understanding
how this impact physics. The aim is to chose a fixed trigger budget for each trigger type (e.g.
20 kHz for electrons) and then determine how the required threshold evolves with
luminosity. In this way the impact on ATLAS physics can be evaluated and areas where
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topological triggers are required will be identified. This work will feed into the definition of
the functional requirements of the topological processor.

Specifying, designing and simulating a high-speed demonstrator module, which will carry
signals in the 5-10 Gbps range. Such signal frequencies will be required in the upgraded
trigger to cope with the high bandwidth of data. However, they pose a significant challenge
to PCB design due to increased risk of reflection, cross-talk, etc. Designing this board will
equip us with the knowledge and tools necessary to design multi-gigabit PCBs reliably.
Crucially, once the board has been built (in the fourth quarter of 2011) we will extract from it
an electrical model that will allow the predicted and observed behaviour of the high-speed
signals to be compared, such that more accurate models and better PCB designs can be
produced. This module will be the first in a hardware demonstrator programme that will
culminate in the construction of a complete processing ‘slice” through the phase 2 trigger.

Work on the design of the Phase-I and Phase-II L1Calo upgrade architectures will continue.
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4.2.5 WP milestone plan

Milestones achieved in the last six months

Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
Milestones due in the next six months
Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
Meé.1 WP6 Simulation Mar 2011 On target
Impact of pile-
up
Overall Milestone List
Milestone | Work Milestone Original | Target | Actual Status Delay due to Affects See Note
No. Package Description Date Date Date UK? Other I():rl‘ﬁgal
Collaborators? Lath?
Ma6.1 WP6 Simulation Mar On 1
Impact of pile- | 2011 target
up
Mé6.2 WP6 Simulation Sep Starting | Delay in 2
Topological 2011 recruiting
Processor PDRA
M6.3 WP6 Simulation Mar Not 3
(Phase-II 2013 started
Requirements)
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Mé6.4 WP6 Firmware Jun 4
(Operation of 2012
CP at 80 MHz)
M6.5 WP6 Conceptual Sep Started Descope
hardware 2011
design of TP in
L1Calo
M6.6 WP6 Detailed Mar Started
Conceptual 2013
Design of
Phase-II
upgrade
Me6.7 WP6 Construction of | Mar Started 5
ATCA based 2013 design
high speed
demonstrator

First studies of L1Calo trigger at high luminosity
Evaluation of physics impact of topological triggers. Results will feed into design of Topological processor.

Complete study of triggering at Phase-II luminosities. Results will feed into design of Phase-II system including interface to LAr.

= ® N

The target date is somewhat dependent on the timescale for the introduction of the CMM++ (upgraded merger modules) which will be
constructed by MSU deliverable pending funding.

5. The demonstrator and slice system will be used to evaluate hardware options and to gain a detailed understanding of operating with
the latest generations of FPGA at very high clock speeds 5-10 GHz. Ultimately it will be used to prototype the Phase-II system.
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4.2.6 Deliverable summary

Deliverable and description Target Target Status
Date date
(original) | (revised)

Detailed understanding of Mar 2011 In progress, on track
performance of existing

L1Calo

Understand physics impact of | Jun 2012 Follows from above

options for L1Calo upgrade

Full definition of system Mar 2013 Started
architecture for Phase-I TP
and Phase-II upgrade

Hardware demonstrator for Mar 2013 Design started
Topological processing and
Phase-II system

4.3 WP7: Level 1 Track Trigger
4.3.1 Impact of 70% descope on WP7

The descope in WP7 has required some of the planned tasks had to be reduced in scope or
abandoned. These include the evaluation of track trigger processor technologies, the development
of the full pattern recognition strategy, and the discrete event simulation work. However, the
remaining programme is still a substantial amount of work and the UK is able to retain its leading
role ATLAS-wide in the L1Track project.

The long delay between the original submission of the ATLAS-UP Upgrade proposal and the
approval of funds, which inevitably caused a delay in recruiting the two PDRAs awarded in WP?7,
has led to slower progress in the work package. The two PDRAs represent nearly 50% of the total
FTE count in WP7. One of these positions (UCL) was filled in January 2011 and the other
(RHUL/Sussex) is currently advertised and will be filled as soon as possible. The new appointments
are expected to boost progress in WP7 significantly.

4.3.2 Progress of project to date
The work in the past 12 months has focused on two directions:

(a) Validate the ATLAS high-luminosity simulation; evaluate trigger rates; explore ideas and
develop tools for addressing questions related to the physics requirements of a L1 track
trigger; and

(b) Feasibility studies to test ideas for an Rol-based L1Track and interactions with the Tracking
Upgrade community to give and receive feedback about the requirements for a hardware
track trigger.

The simulation of high luminosity events is very challenging for the ATLAS software, as it requires
significant amounts of computer memory and CPU time. Over the period reported here, the
validation of high luminosity simulated datasets has led to finding and fixing several bugs that
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were not easy to identify in simulated samples without pile-up. The latest round of production of
events at luminosity 2e34cms started recently and appears to be good for giving reliable estimates
of L1 trigger rates. Figure 1 shows the L1Muon efficiency for various thresholds in ttbar events as a
function of the pr of the hardest truth muon in the event. It can be seen that the turn-on of the
L1_MUA40 trigger is very similar to that of the L1_MU20. This is because the ATLAS L1Muon system
does not have the resolution to distinguish higher pr muons, above 20GeV or so. This is one of the
main arguments in favour of L1Track.

Some of the questions addressing the physics requirements of L1Track may be addressed with
generator-level studies or in fast simulation. For this reason, a tool was developed that overlays
simulated proton-proton collision events at the generator level. These events can be used to study,
for example, track-based isolation for electrons and muons, which will provide input on the
minimum track pT requirement for L1Track. They can also be used as input to the ATLAS fast
simulation and studies are currently ongoing to compare these generator-level “pile-up” events
with full simulation.

The studies for assessing the feasibility of the Rol-based L1Track approach also continued.
Assuming narrow lepton Rols, various data compression techniques were investigated and
quantities such as the number of bits per layer per Rol or the frequency with which modules appear
inside an Rol and therefore they receive a request for regional data. An example is shown in Figure
2 for the barrel Pixel layers of the tracker upgrade layout. It can be seen that central modules appear
in Rols more frequently, and in particular this is more pronounced for the innermost Pixel layer
(layer 0), since the Rols have to be extended in z to account from the size of the LHC luminous
region. This implies that depending on the latency constraints etc, reading out some of the
innermost layers of the tracker may not be viable and the pattern recognition studies should take
this into account. Once the Trigger rate studies have advanced and we have more information about
the LO rate and the number of Rols per event, the above studies will crucially provide some of the
required parameters for the tracker readout architecture.

4.3.3 Plans for next 6 months

The main focus of the WP7 work in the coming six months will be on completing the L1 trigger rate
studies for generic trigger signatures, such as electrons and muons, and on evaluating trigger
efficiencies for benchmark physics channels for a variety trigger thresholds, with and without the
L1Track information, and under different assumptions for the capabilities of L1Calo and L1Muon.
The aim of these studies is to strengthen the physics case for L1Track and their results will be
included in the ATLAS L1 Trigger Upgrade Technical Proposal.

On the hardware side, the interaction with the Tracker Upgrade electronics and chip design experts
will continue in order to incorporate as much of the LO/L1 functionality into the next iteration of the
ABCN and HCC ASIC designs and so that the overall stave design takes into consideration the
L1Track requirements. As part of this effort, alternative data formats will be studied both for the
normal readout and for the L1Track data readout in order to optimize the overall latency, dead time
and use of the available bandwidth.

Finally, work will start on developing a fast and flexible framework for performing the pattern
recognition studies and for optimizing the design parameters of L1Track, as well as for performing
simulation studies at higher luminosities more effectively.
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4.3.4 WP milestone plan

Milestones achieved in the last six months

Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
Milestones due in the next six months
Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
M7.1 Wp7 L1 Upgrade TP | Jun 2011
Overall Milestone List
Milestone | Work Milestone Original | Target | Actual Status Delay due to Affects See Note
No. Package | Description Date Date Date UK? Other Critical
Path?
Collaborators? | =
M7.1 WP7 L1 Upgrade TP | Jun 1
2011
M7.2 WP7 Pattern Rec. Mar 2
2012
M7.3 WPp7 RolMapper Sep 3
2012
1. L1 Upgrade TP: ATLAS Level-1 Trigger Upgrade Technical Proposal
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2. Pattern Rec.: First Implementation of pattern recognition for L1Track

3. RolMapper: Complete design of RoIMapper
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4.3.5 Deliverable summary
Deliverable and description Target Target Status
Date date
(original) | (revised)
L1 trigger rates for muons & Jun 2011 In progress
electrons vs. pr at luminosities
>le34cm?s! for the L1
Upgrade TP
Document the physics Jun 2012 Started
requirements and the key
design parameters of L1Track
Hardware demonstrator for Mar 2013 Started
RoIMapper

4.4 WPS8: High Level Trigger
4.4.1 Impact of 70% descope on WPS§

This work package covers the upgrade of the High Level Trigger to provide necessary changes to
match upgrades of the ATLAS detector, increase of the LHC luminosity above design values and
changes to track the evolution in computing and network infrastructure. As presented in the
interactions with the PPRP, the result of the 70% de-scope is to delay part of the work for Phase-II,
retaining the part needed to support WP6 and WP7, and reduce the scope of the Phase-I work to
concentrate on the core areas of UK leadership in Trigger Tracking and selection software. This is in
line with the current LHC and ATLAS planning which advances parts of the work, such as
preparations for the Insertable B-Layer, while allowing some delay in part of the phase-II work.

Following the descope, WP8 focuses on the following tasks:
I.  Optimise HLT Tracking software for Phase-I
II.  Optimise trigger selections for Phase-I
II.  Upgrade Trigger Steering Software
IV.  Perform simulation studies to optimise the trigger selection strategy for Phase-II

The effect of the descope has been alleviated to some extent by a transfer of 0.9 FTEy from WP1 to
WP8 to work on Tasks II and III. New effort has been reduced from the 4.5 FTEy requested to 2.3
FTEy, with a consequent de-scoping of Task 3. The delay in the start of the new posts has had a
significant impact on the ramp-up of the project and delayed some deliverables. One post (NP2) has
still to be filled, with a consequent further delay. In order to partially compensate for this loss of
effort, we request to transfer part of the under-spend on this post in year-1 to extend NP1 to the end
of year-3.

In addition to the reduction in effort, the equipment budget has been reduced by £5k (25%) by
reducing the UK contribution to a large-scale system at CERN. Travel has been cut by £3k.
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4.4.2 Commentary of project to date (WPS)

The work of the first 12 months has been focussed on three areas:
e Benchmarking existing ID and Muon tracking code
e Design of an upgraded L2 ID software package

e Assessment of the potential speed-up for trigger code implemented on Graphical Processor
Units (GPU)

We have set up the infrastructure to bench-mark and optimize the performance of the tracking code
using simulated high luminosity data. Monte-carlo simulated datasets have been copied to the UK
and a software chain set up to run the trigger on this data to extract information of execution times
and track reconstruction performance. Work to date has focussed on muon track reconstruction in
pile-up data. This has already enabled some areas for optimisation and improvement to be
identified and will provide a reference for performance measurements with other trigger selection
chains.

Work has started on the design of a new L2 ID tracking software package (L2Star), building on
existing trigger and offline code and adding the flexibility to further enhance performance for
upgrade luminosities. Work is ongoing to optimize the EF muon code to minimize execution time.
Performance measurements are underway with simulated high luminosity data.

In order to assess the potential benefit of implementing trigger code on commercial Graphics
Processor Units (GPU), two components of the L2 tracking code (z-finder and fitter) have been
implemented on GPU (NVidia Tesla C2050) and performance compared with equivalent code
running on general purpose processors. First results are encouraging; a factor of 35 speed-up has
been measured for the z-finder code and a factor of 12 improvement for the fitter.

4.4.3 Plans for next 6 months (WPS)
The work for the next 6 months will focus on:
e Extending the benchmarking of L2 ID tracking code to cover all trigger chains
e Optimizing components of the L2 ID tracking code
e Benchmarking and optimizing the EF ID and Muon tracking code
e Implementing a complete tracking chain on GPU

The first step of the L2 ID reconstruction (z-finder) will be optimized for high luminosity running.
The bench-marking of the L2 ID code will be extended to all trigger chains in order to identify
additional optimization issues that are unique to specific trigger signatures. Continued bench-
marking of the EF ID and muon code will enable software configurations, optimized for upgrade
luminosities, to be developed for the offline tools used at the EF.

A complete chain will be implemented for L2 ID tracking on GPU and performance measurements
made. Possibilities for further optimization of the fitter code, exploiting further parallelization, will
be explored. Once new post NP2 is filled, work will start on the High Level Trigger Steering
software to add the necessary extensions, such as infrastructure for the IBL and FTK, and provide
the flexibility needed to support studies of various options for optimizing the trigger selection
software.
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Milestones achieved in the last six months

Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
MS8.1 WP8 First GPU New Dec 2010 Dec 2010 Complete
measurements :
Zfinder & fitter
Milestones due in the next six months
Milestone No. Work Package Milestone Original Date Target Date Actual Date Status
Description
MS8.2 WPS8 L2 Zfinder New Sep 11
optimized
Overall Milestone List
Milestone Original | Target Actual Status Delay due to Affects See Note
Description Date Date Date UK? Other I?Lﬁfﬂ
Collaborators? 1ata:
M8.1 | WP8 | First GPU Dec 2010 Dec 2010 | Complete
measurements :
Zfinder & fitter
M8.2 | WP8 | L2 Zfinder Sep 11
optimized
M8.3 | WP8 | HLT Tracking Code | Dec 11 Delayed N Y N 1
updated for IBL
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M8.4 | WP8 | Trigger Selections Dec 11
Defined for MC
Productions
M8.5 | WP8 | Steering Code Dec 12 Delayed 2
upgraded
M8.6 | WP8 | GPU speed-up Mar 12
measured for
complete L2
tracking chain
M8.7 | WP8 | HLT Selections Mar 13 Delayed 2
updated for
upgraded LVL1
M8.8 | WP8 | HLT Tracking code | Mar 13
optimised for
Phase-I
Notes:
1. Delays to IBL simulation software provided by non-UK groups.
2. Delayed due to delay in new posts.
4.4.4 Deliverable summary
Deliverable and description Target Target Status
Date date
(original) | (revised)
Steering software upgraded Dec 12
HLT Tracking optimized Mar 13
Selection software optimized | Mar 13
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5. WP9: COMPUTING AND SIMULATION
5.1 Impact of the 70% Descope on WP9

The 70% descope has essentially resulted in the removal of most of the ‘technology tracking’
activity; the remaining effort in this area focuses on parallization and optimal exploitation of multi-
cores, both stand-alone and on the Grid. A minimal effort remains positioning us to restart the
coprocessor/GPGPU activity when appropriate, but most of this work has now been handed-over to
WPS (trigger) with support from WP9.

5.2 Progress of project to date

Delays in the confirmation of the upgrade grants have led to delays in the hiring of new effort and
some loss of existing effort due to employment uncertainties. However, the activity has made good
progress using the continuing and Rolling Grant effort.

Since April 2010, efforts continued to study electron inefficiencies and Inner Detector endcap
performance under conditions with 400 pileup events per beam crossing. At the same time, the
baseline machine scenario has evolved such that it is expected that the maximum pileup will be
reduced to around 200: in the current ("Utopia") test layout studied by the Layout Task Force
through 2009, the reduced level will result in lower, though still noticeable, fake rates in endcap
pattern recognition. Further studies, taking advantage of the flexibility in changing the full
simulation layout, have emphasized the need to minimize material in the barrel-endcap transition
in order to increase the electron reconstruction efficiency.

These observations have added impetus to renewed study of more radical layout concepts in, for
instance, the pixel endcaps. One possibility involves "bent staves" in a new conical section layout
inspired by the successful BaBar Silicon Vertex Detector. This new design requires substantial
development in the ATLAS simulation and reconstruction infrastructure, but promises to allow
lower mass in the endcap region.

The upgrade software infrastructure has been integrated more closely with data-taking releases,
allowing for more stability. Software adaptations made for the IBL project, including a different
pixel digitization model appropriate for the FEI-4 readout chip, have been incorporated. A plan to
migrate upgrade-related patches into the main ATLAS software, rather than keeping them as a
branch with special build requirements, is being refined.

The visualization activity has been active since October 2010 (with the start of the new rolling
grant). The initial focus has been on preparing Atlantis for the larger event sizes expected,
particularly in pile-up events at high luminosities. Handling these will require some refactoring and
optimization of the existing code, and this in turn can only be done reliably when a suite of tests is
in place to verify the behaviour of the application. Work has begun on implementing such tests and
on refactoring the code where appropriate. We have also been capturing wider requirements by
consulting client groups working towards the Letter of Intent.

The radiation background analysis effort in 2010 focused on obtaining measurements to allow
comparison with the Monte Carlo simulations. There have been two areas of good progress on this
front. First the SCT modules detected small increases in leakage currents during 2010, which when
averaged over hundreds of modules have yielded reliable estimates of the 1 MeV neutron
equivalent damage fluences [1]. The second set of measurements involve the so-called RadMons,
which are radiation sensitive devices installed in and around the ATLAS inner detector. In addition
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to 1 MeV neutron equivalent fluences, the RadMons also measure the ionising-dose which is
important for determining damage to detector electronics.

In addition to the measurements, a new detailed and final description of the inner detector material
and services was implemented into the FLUKA simulations. The simulations for the case of 7 TeV
collisions have been performed and fluence and dose predictions established at the LHC centre of
mass collision energy of 7 TeV. Special emphasis was placed on the SCT and RadMon regions.

The results from the simulations and measurements are made available on the collaboration TWiki
pages. Preliminary comparison shows good agreement between simulation and measurement for
the SCT barrel and RadMons, though larger differences are seen in the inner most modules of the
SCT end-caps which is currently under investigation.

We have completed a case study of possible performance improvements by parallelizing the
GEANT4 tracking.

The PPRP indicated we should invest minimal effort into the coprocessor/GPU studies at this time.
Accordingly, we have completed investigative work into their use in tracking, and handed the
products over to WP8; we will maintain a minimal involvement to allow offline exploitation when
appropriate. We have successfully ported the tracking Z finder algorithm which is used as input for
the Level 2 tracking — this one of the slowest parts. We achieved a factor of 3000% performance
improvement for design luminosity. This has been packaged up and documented and transitioned
to WPS8 for further study where they plan to do a full chain study. We've also helped with their
Kalman filter design and have created good synergy with WP8.

We have been successful in creating several new partnerships with industry: we were awarded a
Professor Partnership with NVIDIA and have initiated a close working relationship with Dell R&D.
The first output is white paper research program with Dell, focusing on the optimal offline usage of
upcoming storage solutions for ATLAS; this uses effort outwith the ATLAS upgrade.

Results have been presented at CHEP 2010, GTC 2010, and Berkeley winter school of computing.

In related work that will benefit the ATLAS upgrade programme, a new research theme has been
created: “New techniques for ATLAS and GridPP to utilize modern computer architectures”, with
support from the National eScience Centre.

5.3 Plans for next 6 months

The next 6 months will see more progress on layout studies under more recent LHC machine
scenarios, with a maximum of 200 pileup. Recent improvements to both the speed and memory
footprint of digitization will be incorporated into the upgrade software infrastructure, and the
pileup tools are to be exercised in simulation production on grid systems. Possible changes to the
pixel endcaps will be examined more thoroughly, starting with relatively straightforward changes
to the number and position of the current pixel disks, and moving to a conical layout if deemed
necessary by the new Inner Tracker Steering Committee. It is also planned that Atlfast
modifications, including new track resolution models, will be designed for use in upgrade physics
feasibility studies, with full simulation providing the relevant histograms and tuning parameters.

Recruitment of new effort at Edinburgh, Oxford and Sheffield has been delayed by the late release
of upgrade funding, and will be completed over the next quarter.

In the next six months, work will continue on profiling the Atlantis code for speed and memory
usage in simulated high luminosity events, and on improving its performance. Work will also begin
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on implementing the upgrade geometry, beginning with the Inner Detector, which is best
understood. The ongoing consultation with clients over requirements will continue.

The main radiation task goal over the next 6 months is a final conclusive report on the
benchmarking of the backgrounds at 7TeV. In addition, updated simulations for the ATLAS inner
tracker upgrade will be performed and a new ATLAS Upgrade report produced taking into account
the new benchmarking results.

The main objective in the next six months for the interface work is to demonstrate that the
parallelized AthenaMP con worth by Grid submission to special queues on the Grid. Performance
studies will be made, to be complete by July. If time permits, the performance of leading-edge disk
storage when supporting the io for AthenaMP reconstruction on multicore processors will be
benchmarked, as input to the design of a modern io framework.
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5.3.1 WP milestone plan

Overall Milestone List

and optimization for

Milestone Description | Original | Target Actual Status Delay due to Affects See Note
Date Date Date UK? Other I()ZnE(;al
Collaborators? latn:
Simulation tools for the Lol
Pileup tools Sep 2011 On Track
M9.1 | WP9 | Strip and pixel Dec 2011 On Track
simulation release for
Lol
M9.2 | WP9 | Initial Atlfast Dec 2011 On Track
modifications and
tune for large pileup
and new detectors
Simulation tools for the TDR
M9.3 | WP9 | upgrade simulation as | Apr 2013 On Track
default
M9.4 | WP9 | TDR pixel simulation | Jan 2013 On Track
M9.5 | WP9 | Atlfast tuned for TDR | Mar 2013 On Track
studies
Visualization for Upgrade TDR
M9.6 | WP9 | Lol detector geometry | Dec 2011 On Track
implemented
M9.7 | WP9 | Performance profiling | Jul 2012 On Track
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high luminosity

M9.8

WP9

Atlantis release for
TDR with TDR
detector

Mar 2013

On Track

Validated radi

ation model for upgrade

M9.9

WP9

Validation of 7TeV
inner detector
fluences and doses

Dec 2011

On Track

M9.10

WP9

Validation of 7TeV
cavern fluences and
impact for ATLAS
Upgrade

Dec 2012

On Track

M9.11

WP9

Radiological
assessment and
proposals for inner
detector operations

Mar 2013

On Track

Optimi

zation,

parallelization, frameworks and interfaces

M9.12

WP9

AthenaMP on the
Grid

Aug 2011

On Track

M9.13

WP9

Parallelized analysis
study

Apr 2012

On Track

M9.14

WP9

Optimized
parallelized code
release

Mar 2013

On Track
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6. APPENDICES
6.1 Finance tables

6.1.1 Commentary on presentation of Rolling Grant figures

This note describes the funding of the ATLAS Upgrade through the project new money line (NM)
and the RG line.

The project award letter from PPAN stated a total project cost of £13.97M corresponding to the 70%
descope option presented to PPRP.

The NM was reduced to 70% of the award (£9.88M) in the spirit of the 70% descope presented to
PPRP and taking account of the comments made in the award letter. In addition a further reduction
was applied to take account of some WP1 RG effort that was transferred to other WPs following
cancellation of WP1 (ATLAS-Forward Physics project).

The project NM cost is £9.50M and NM posts to the Universities were released on the basis of this.

To determine the RG costs, GLs revised their RG costs on the Upgrade project based on their PPGP
award. The numbers returned total £6.08M compared to £6.75M in the proposal (the individual
group numbers are given in column RG awarded by PPGP). The reductions correspond to staffing
that was not funded by the PPGP, WP1 staff moved to other projects and some of the 10% post-
prioritisation cut, which has been taken into account in different ways but the groups. No group
increased their RG costs.

There is a resulting discrepancy between the PPAN award: £13.97M and the project total that takes
account of the PPGP funding through the RG: £15.5M.

Therefore column 1, which is the PPAN approved budget, has an artificial scaling of the RG
contributions to give a total project cost of £13.97M. Column “RG costs with PPGP input) reflects
the realistic project cost taking into account the current level of RG costs, as supplied by GLs based
on their PPGP awards.

All the financial calculations are made with reference to column “Approved (excluding
contingency)” which corresponds to the PPAN approved total and the resulting difference is
presented as a variance in the table. The current level of RG costs are given in the column: “RG
awarded by PPGP”.

The project costs, both RG and NM, are being reviewed to bring them in line with the PPRP/PPAN
recommendation.
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6.1.2 Whole project (all 8 WPs)

ATLAS Upgrade AlTWPS Approved Transfers Actual spend in Current financial year 10011 Latest estimateé of future réquirement Total Vanance
{excluding RG including| previous years | Actual spend Actual spend Projected spend Actual (B-1-1a) | Projected (7-1-1a)
contingency) | PPGF input Agpril 10-Jan 1 (2+3) (2+4+5)
Projected 1112 1213 1314
(1) {1a) (2) {3} (4) (5) () (7)
HEI/ Unversilies mllllilllgllilm Toming orant 20322 276.84 000 ERET) 10139 o5 o8 : FICE] o057 [EEF]
New Money G3.04 - - 1597 47.08 - - 63.04 -
Cambridge  |Raolling Grant 647 88 13678 182 37 2110 24441 136 78 i aasa 17229
New Money 285 380 61.00 100.00 285 164 .80 |- 16195 -
Edinburgh  |Rolling Grant 2097 349 465 10.95 14.27 349 2997 |- 18.51 197
MNew Money 275 300 137.30 11380 2775 28810 |- 260.35 -
Glasgow Rolling Grant 35042 8328 11.04 116.24 12314 8328 350421 173.95 93.19
New Money - - - - - - - -
Lancaster Rolling Grant 256.00 6017 80.23 86.03 975 6017 258.00 |- 12822 65.61
MNew Money 6.51 8.67 13.22 12.44 .51 3533 ) 2883 -
Liverpool Rolling Grant G18.55 84263 167.80 22373 282.26 336.64 167.80 84263 45075 22408
New Money - - - - - - - - -
Manchester |Rolling Grant 600.91 B18.60 160.44 22593 Imar 205 169,44 8860 - 431 46 21769
Mew Money
Oxford Rolling Grant 101572 1,383.68 33533 4471 461.19 475.38 33533 138368 |- 36796
Mew Monay 137.59 2064 2152 55.04 55.04 2064 137590 -
amMuL Rolling Grant 46831 637 96 144 48 19264 21219 23313 144 48 63796 |- 16065
Mew Money 8945 7156 17,69 BU45
RHUL Rolling Grant 32,86 4477 383 5.10 17.85 2182 383 4477 1nm
MNew Money 21278 1065 14.20 08.52 100,06 10,65 21278
Shathield Rolling Grant 28248 a4 7148 a5.30 127.09 162.42 7148 Jg4.81)- 10233
Mew Money 15854 1320 17.60 7063 71.30 3.20 158,54
Surssex Rolling Grant 1471 2004 329 439 B.75 B 329 2004 533
MNew Money 8980 1328 17.70 3580 38.30 1328 80 80
UCL Raolling Grant 28284 38530 8753 116.70 134,30 134,30 87.53 38530 102 46
New Money 29260 4515 60.20 120.40 112.00 4515 292 60 |- -
ota niversity Sta
Total - Rolling Grant 446381 6,080.849 1,303.54 1,738.05 207849 2,264 36 1,303.54 6,080.89 |- 3,160 28 1,617.08
Total - New Monay 1,533.94 140.02 186.69 G544 G671 140.02 1.533.04 - 1.393.02 -
— RAL PFD K] 3050 TT0a7 TIT0 N 3080 PEIET] R T200 11
D 211977 138.00 510.74 TT8.02 831.01 138.90 211977 |- 1,980.87
351768 T60T0 TIn12 T629.78 To06.70 5010 351708 3247 08
curment
Equipment 236075 141.00 1,219.92 GAT.T3 141.00 238075 221975
Consumables 169 54 - 54.06 61.96 - 16054 |- 160 54
Travel 567.16 7547 109.23 202.40 7547 567.16 |- 49160
Cither
"otal Recurrent To0T a5 ZI647 EPRE (RYER]] PALEY RNCYEE] B PRI g
Toect tota T 1257 PR ST BRG] T020.73 ToI20 05 AR o 17 e
[Wiorang Margn Fir R n TArn E] PRy L K] n
Contingency
roject Total (i 'l gency 13 067 00 202975 3,752 65 6,041.51 5,789 205073 15 554 05 11,5357 27 1517 05 |
[RaMing grant EXLEE] T30 T1 30 00 01540 T.208 30 To905 04 L B T.100. 28 o108
Project Total (less rolling grant 9.503.19 T26.19 2.014.61 3,063.02 3.525.56 72619 9.503.19 - 8.777.00 -
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6.1.3 WP2

[ATLAS Upgrade WFP2 Approved Transfers Actual spend in Current financial year 10011 Latest estmate of future requirement /ariance
{excluding RG awarded previous years | Actual spand Actual (G-1-1a) | Proected (7-1-1a)
conlingency) by PPGP Aprtil 10-Jan 11
11112 12113 13114
(1) (1a) (2) () (5) {B) {7y
[Etaff
HEI 7 Univarsities (Oxtard Ralling Grant 20665 374 101.0 1347 1347 1347 1010 4041 |- 195.6 1ors
[(New Money
Shetheld Raollmg Grant 1349 34 41.8 617 958 34 1903 1149 230
[Mew Monay
Glasgow Ralling Grant 85.90 93 213 284 415 213 170 646 311
[New Money - - - - - -
[Cambndge  |Rollmg Grant 1926 48.1 65,5 [rR] 481 2120 108.5 oG4
[Mew Monay
Birmingham |Rolling Grant 3504 416 o7 143 166 o7 arT 243 127
[New Money - - - - - - -
Liverpool Ralling Grant 26333 /72 761 1014 1098 3587 1873 a54
Wew Money - - - - -
Lancaster Ruolling Grant 108 00 1214 I23 582 23 1473 75T 302
[New Money - - - - - - -
[aMuL Rolling Grant 52.25 64.0 174 233 2456 174 mzp 48 18.9
[Mew Money - - - - - -
[Total HEI/ University Staft
Total - Roling nt 1,1432 1,303.4 3394 114 3304 15573 B03.8 a14.1
Total - New Money - - - - - - - -
STFC RAL PPD 06.1 425 LER 680 425 2061 163.6
1D 3143 6.2 1223 1171 6.2 4.3 308.1
[TotaI STrC Stall T4 T o0 T2 EER T4 | YR
[Fecurrent
Equipment 424 169.0 4448 3339 424 47T
Consumables 210 210 3o 730
Travel 209 351 415 415 209 118.1 |-
[Warking Margin - 152 72 /5 - 509 |-
[Total exc u§ ng Unversg 1120 9.6 7104 G20.1 1120 {RATONN B -
otal including University 4514 B3 [FFIE] 12134 451 4 3261 4] 414 1
6.1.4 WP3
[FTCES Upglsae (K] Approved Transfers Actual spand n Current financial year 10011 Latest estimate of fulure requirement Tatal Vanance
(enchuding RG awarded previous years | Actual spend Actual speand Actual (6-1-1a)
Contingency) by PPGP April 10-Jan 11 (243)
Progacted 1112 1213 1314
{1) (1a) (2) (3) (4) {5) (6} (7}
[5tar
HEI / Univarsities Oncford Rodling Grant 21007 68.0 90.7 953 1002 68.0 2862 1421 Té1
Mew Money
Cambridge  |Rolling Grant 16786 218,76 6 727 85 Q37 546 2559 1333 B8.1
Mew Mansy
Liverpool Rolling Grant 5697 67.37 175 234 265 305 17.5 803 414 214
Mew Maoney - - - - - - - -
UCL Redling Grant 3149 39.33 107 143 143 143 107 429 08 114
Mew Mansy
RHUL Rolling G
Mew Maoney - - - - - - - -
ML Redling Grant 2256 2685 71 a5 10.2 1.0 71 0T 15.4 82
New Money
Tatal HEI / University Stafl
Tolal - Rollng Grant 510 504,25 1579 2106 2358 2497 1579 6861 1851
Total - New Money : - - - - - - - -
STrC FALPPD T (1] 28 LA TED|- 3702
10 0.2 276 36.0 0.2 1058 105.6
LA TET s P LA ] B T30
Equipment 133.2 16.0 402 440 49.0 16.0 1332 mrz
(Consumables - - - - - - - -
Travel 488 7 120 184 185 Ly 488 a7
Warking Margin - - - - - -
[Total excluging Unlversly FIT o Universiiy LEEK] 7180 T [ZH]
otal including University 12557 4204 1,440 8 |- T 0L 2
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6.1.5 WP4

[ATLAS Upgrade Wrd Approved Transfers Actual spend in Current financial year 10/11 Latest estimate of future requirement Tatal Vanance
(excluding RG awarded previous years | Actual spend Actual spend Projected spend |  Actual (6-1-1a) | Projected (7-1-1a)
contingency) by PPGP April 10-Jan 11 {2+3) (24445}
Projected 11z 12113 13114
{1 (3) (4} {5) (] ({7}
| S5
HEI/ Universities (Cxfard Relling Grant 46782 595.02 - - 160.4 2139 207 208 1604 66845 |- 274 176.7
Mew Money - - - - - -
Sheffield Rolling Grant 30 414 443 453 o 1309 |- 651 HE
[Wew Money - - - - - - -
Glasgow Rolling Grant 5713 - - 17e 239 124 179 516} 200 137
Mew Money
Liverpool Rollng Grant 110,13 12103 204 iR S84 29.4 1500 808 e
New Money - - - - - - - -
lancaster Roling Grant o2 102.00 210 360 33.0 270 108.0 523 28
Mew Money
Edinburgh Rolling Gramt 805 572 11 1.5 3 B4 1.1 1.0 20
[Mew Monay
(MUL Ralling Grant 27188 339 51 - - a2 6 1235 1235 1235 926 3704 |- 1793 985
New Money - - - - - - - - -
Total HETT University Staf
Total - Roling Grant 10912 1,337.06 04 479.2 448 4 =1L R 3594 14865 m.r 3953
Tatal - New Money
STFC RAL PPD 4168 - - G7.0 812 1383 1973 670 3498 -
D 1,126.7 126.0 300.7 4089 417 1 290 aar.r
Total STFC Stalf 15455 196 0 KK 5472 6143 196.0 1347 5
[Recurent
Equipment 5194 - - 826 8.9 2088 826 -
Cansumables 515 - - - 5 18.1 - -
Travel 1425 33 7.9 s0.8
[Waorking Margn 858 30.2 30.2
[Total excluging Universl 23427 - - 301.49 TEoa 5344 01.9 -
T_L“:m Tncluding Universit KEREE] i TS 7 KERES K] She0 1 S0 5
6.1.6 WP5
[ATCAS Upgrade WPE Approved Transtors | Actual spend in Currant financial year 10/11 Latest astmata of fulure raquirsmeant Total Vanance
(excluding RG awarded previous years | Actual spend Actual spend Projected s Actual (6-1-1a) | Progected (7-1-1a)
contingency) by PPGP Aprl 10-Jan 11 (2+3)
Projactad 1112 1213 1314
(1 (1a) {2} (3) 4) (51 {6) {7}
| 5
HEI / Univarsities Glazgow Rodling G 13345 1621 - - 4.0 587 8094 BT 440 1sal- 804 483
New Kor
Birmingham  [Redling
Mew Maonsy - - - - - - - -
Cford Rolling Grant - - - - - - - - -
New Money - - - - -
Manchester [Rodling Grant 1624 2165 2849 268.4 1624 [k o 4027 2047
MNew Money - - - - - - - - - - -
Liverpool Rolling Grant 157.06 166.0 - - a2 496 851 ar2 2140 19.9 56.9
Mew Mansy
[Total AETT Unlversity Stahl
Total - Rolling Grant 8556 [ K] - - 24386 248 4238 472 2436 11656 ) 6120 3100
Total - New Money
STTC - RALFFD 7000 A36 02 T05 i 750 7000 564
D 74.8 - - 35 12.8 268 352 35 T42)- 71.3
ITnIaI STFC Staff 2748 47 1 FiE] 872 1157 A7 1 2748 2277
ecurrent
Equipment 5740 - - - 2.0 T9.0 - 5740
Consumables 360 - - - 120 120 -
Travel B8 122 206 206 122
rking Margin 580 180 167
Conlingancy
[Total excluging Unlversin T 0046 - - LK) 5K X PEENI] 503 n ol -
mﬁﬁ"'ﬂm T oo ¢ B B KR EILE] Tae T o1 K] PAEEEE B T a0 3 00
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6.1.7 WP6

[FTtAs Upgrade WPE Approved Transfiers Actual spend in Current financial year 10/11 Latest estimate of futuré reéquirement Total Vanance
{excluding RG awarded previous years | Actual spend Actual spend Projected spend |  Actual (5-1-1a) | Projected (7-1-1a)
contingency) by PPGP Aprl 10-Jan 11 (243) (24445)
Frojected 1112 1213 1314
(1) (1a) (2) (3) 4} {5} (6) (7}
| B
HEI | Universities Birmingham |Rolling Grant 16868.18 1454 e 848 109.7 260 609
MNew Money B30 - - 16.0 480 - -
QMUL [Rolling Grant 121.62 1190 273 36.4 5.2 4.0 273 441
Mew Money B85 (A K] 179
Cambridga  |Rolling Grant 103 84 1114 30.4 A0 6 409 60.0 ina e
Mew Moneay 164 8 29 38 61.0 100.0 29
Tatal HEI 7 University Stafl
Total - Roling Grant 3936 63 By 1M 1808 837 5362 309.9 426
Total - Mew Maney 318.2 29 38 148.5 29 3182 3153 -
STFC RAL FFD oy T35 305.2 T 91ry
D 4982 B80.2 192.4 4982 QU823
o 14159 Ahd0 EETE 14150 14155
ecurrent
[Equipment 1350 120 530 To.o 1350 1350
(Consumables
Traveal 450 15 15.0 15.0 1.5 450 43.5
Waarking Margin 500 100 150
Contingency - -
otal excluging University TE0 0 Bidd 1.5 1 5hah -
ol el TrversT T T il 7T 7T
6.1.8 WP7
ATLAS Upgrade WET Approved Transfers Actual spend in Current financial year 10011 Latest estimaté of futuré réquirement Total Vanance
{excluding RG awarded previous years | Actual spend Actual spend Projected spend | Actual (6-1-1a) | Projected (7-1-1a)|
contingency} | by PPGP Agpril 10-Jan 11 (2+3) (2+445)
Projected 1112 1213 1314
(1) {1a) (2 {3) (4) (5] (5} (7
| 5
HEI / Universities Liverpool Rolling Grant 20.06 321 77 10,3 14.2 152 7 30.6 214 10.5
Mew Money -
Sheffield Rolling Grant -
New Money - - - - - -
Sussex Rolling Grant 14.71 14.4 33 44 3 114 53
New Money ana 133 7.7 3 785 -
UL Ralling Grant 131.55 1496 36.0 480 5.0 55 ary
New Money 300 4000 0 170.0 -
RHUL Rolling Grant 224 38 51 8 19.9 86
MNaw Monay 10.7 142 10.7 1226
[Total HETT University Staf
Total - Relling Grant 199.0 2185 50.8 677 100.0 50.8 27A 148.2 721
Total - New Money 4231 53.9 71.9 174.8 53.0 4231 3G0.2 |- 0.0
STFC
Equipment 205 T4 130 205 205
Consumables
Travel 420 59 120 15.0 15.0 59 420 36.1
Working Margin 2.1 08 13
Contingency - - - -
Total excluging Univers! 2.9 12.0 233 2.3 5.4 [ 56.6 -
otal Including University 110.7 151.6 298.0 300.1 110.7 1567 |- 5739 ]
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6.1.9 WPS

[RTCAS UDﬂmaG WFE Approved Tramslars Actual spend in Current fmancial yaar 10011 Latest estimate of futurs requirement Total NENCE
{excly ] RG awarded previows years | Actued spand Actual spand Projected spend Actual (8-1- Projected (7-1-1a)
contngency by PPGF April 10-Jan 11 {23} [2+4+5)
Projected 1112 1213 13114
(1 1a) {2) (3) {4) (5 (8) T
[t
HEI " Universiios UCL Rallng Grant 118 43 43 32 id
MNew Money 02 404 152
RHLIL Rollng Gramt 14 44 33
[New Money - 395 400 - -
Manchester |Ralling Grant 28 71 a4 163 1 T 130
Hew Money
(Oxford Rolling Grant
- New Money
[Total HET T University Stall
Total - Roling Grant 49.0 103 103 42 442 197
. 15.2 152 1721 157.0
RAL FPD 3003 - 3003
K] 617 114 3 (HER] K] B 03
Equipmant 150 10.0 50 150
Col - - - =
Tiavel 6.0 60 4.8 18.0
Working Margn (1)}
Conlingency
otal excluging Univars 3301 at [} [EXE) 1401 4.8 i) B -
Total including Universi 56357 30 2 107 2h 2 2376 K] 5198 197
6.1.10 WP9
ATLAS Upgrade WFD Approved Transfers Actual spend in Current nancial year 10011 Latest astmate of Tuturs requirement Tatal Vanance
{excluding R s fesd previows years | Actual spend Actual spend Progected spend Actual (B-1-1a) | Progected (7-1-1a)
contmgency) by PPGP Apnl 10-Jan 11 {2+3) {2+4+5)
Frojected 1112 12113 1314
(1) {1a) (2) (3) {4) (5) {6} {7}
| 55
HEI / Universities Cixford Rallng Grant 2017 242 8] 105 105 59 288 153 rr
MNew Mony 137 6 15 55.0 550 206 1376 |- 170 -
UCL Rollng Grant 110,33 1378 0.1 0.1 501 376 1503 728 400
Mew Money
Cambridge  |Raolling Grant 28 26 190 26 a5 128 21 26 185 256 102
MNew Money - - - -
Shatheld Ralling Grant 423 a1 121 211 214 a1 310 145
Mew Monay 132 176 T06 T3 132 146 3
Edinburgh Rollng Grant 134 24 32 79 an 24 116 81
New Money 78 o 1373 1138 PR 2604 -
Lancaster  |Rolling Grant 30 0.8 1.1 i1 06 0.8 12 07
— Mew Money 6.5 8.7 13.2 13.4 G.5 288 -
Total HEI / University Stafi
Total - Rolling Grant 2387 S84 e 1035 nzr 4 a2
Total - N loney 8.1 90.8 276.2 2536 1 -
STFC
[ToraT STTC Stal -
[Recarrent
Equipment 16.0 40 160 16.0
Consumables a0 30 a0 a0
Travel 810 52 270 2.2 810 B5 8
king Margin 36 1.2
“ontingency - - - -
Total excluging University 14.6 5.2 33 422 5.2 160 10.8
mmmn-gﬁum oo 0 o7 IR TS TITT RIS B ToO T 0.2

Page 52 of 71



6.1.11 Notes on finance tables

1.

Spend to date of capital and STFC staff is derived exclusively from SSC figures. It only
reports on actuals not commit, and includes full overheads on staff costs.

A superficial look at the bookings suggest that no large payments have either been made or
taken incorrectly. It is possible that some bookings have been made to other cost codes, and
these will need correcting at a later date — if this is the case these costs will be incurred at a
later date, and there is no robust way to check against this.

Over the last 12 months universities have been buying things internally and then charging
back to STFC, this would also increase the cost of the project, but should become less
common as SSC provided direct access to non-STFC staff.

At the end of the last phase of the project there was still capital, and STFC effort left over, we
were allowed to stretch this money as a zero cost extension from April 1¢t —Jun 30% 2010. The
money spent in this time is not part of this phase of the project and is thus not shown. To be
explicit:

0 University costs are from April 1t 2010

0 STEC staff costs, Capital costs and Travel costs in WP2-5 are from July 1+t 2010
0 Travel costs in WP6-9 are from 1%t April 2010

o0 Capital and STFC staff costs in WP6-9 are from 1 April 2010

In this period 42.6k was charged to WP9 (as shown in SSC) this is understood to be a miss
booking and should be removed in the future — thus it does not appear in these accounts.

Due to the uncertainties in the funding situation in the earlier part of this year not every item
reported in the tables had a unique cost centre; this has meant that in some cases
retrospective divisions have had to be overlaid. Much of this has been done by scaling the
booking by the numbers of areas that were sharing the code. The effect of this is that whilst
the totals are correct, some of the WP by WP breakdowns are a little artificial.

TD and PPD effort fractions seem inconsistent in first year due to zero cost extension of last
grant partially supporting these staff.

The figures in the spend to date column should not be considered final, it is very likely that
corrections will be applied to SSC over the next few weeks that will correct miss bookings
etc and this these figures may go down as well as up. Once the FY is closed these numbers
will be fixed, and next year will hopefully be more stables as our understanding of SSC is
improving.

In WP2-4 column 3 is titled “Actual spend April 10-Jan 11” this denotes actual spend against
this project, and due to the timing of when we started drawing on this project includes no
spend before July 1+t 2010.

10. The working margin has not been re-profiled with the capital and consumable costs.
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6.2 Manpower usage

6.2.1 Notes on Manpower tables

1. PPD had anticipated that Richard Holt work on WP2-4. In the last round of redundancy
Richard left, and with a little rearrangement of tasks that work has now been taken over by
TD. For now the effort is costed as if it were PPD, but charged at TD rates. If it becomes clear
that within this project there is no way PPD can fulfil this role the money will be transferred
to TD.

2. Aside from the obvious categories of Rolling Grant, New Money and STFC there are a
number of other key rolls that are funded from elsewhere. These are listed as “Other” and
are included to show key roles within the UK supported by other means.

6.2.2 WP2
FTE totals

Institute Name Role type 10/11 11/12  12/13 | Total

Birmingham C.M Hawkes Ac RG 0.00 010 0.0 | 0.20
J.A.-Wilson Ac Other 0.05 0.10 0.10 | 0.25
R.] Staley E RG 0.10 0.10 0.10 | 0.30
S. Pyatt T RG 0.25 025 025 | 075

Cambridge B. Hommels Ac RG 0.10 010 0.0 | 0.30
D Robinson Ph RG 0.30 030 0.30 | 0.90
MA Parker Ac RG 0.20 0.20 0.20 | 0.60
M]J Goodrick E RG 0.20 030 0.20 | 0.70
RJ Shaw T RG 0.40 050 0.50 | 1.40

Glasgow Bates Ap RG 0.05 0.05 0.10 | 0.20
Doherty T RG 0.30 040 040 | 1.10
McEwan T RG 0.00 010 0.10 | 0.20
O'Shea Ac RG 0.10 010 0.15 | 0.35
Blue Ap RG 0.30 040 040 | 1.10

Lancaster A. Chilingarov Ph RG 0.70 070 070 | 2.10
H. Fox Ac Other 0.03 0.03 0.03 | 0.10
H. Fox Ac RG 0.02 0.02 0.02 | 0.06
I. Mercer Tec RG 0.00 0.00 0.20 | 0.20

Liverpool Affolder A Ap RG 0.27 027 029 | 0.83
Allport P Ac RG 0.09 0.09 0.09 | 0.26
Carroll JL E RG 0.05 0.05 0.05 | 0.14
Casse G-L Ap RG 0.23 023 024 | 0.69
Dervan P Ap RG 0.09 014 019 | 042
Greenall A E RG 0.54 054 057 | 1.65
Sutcliffe P E RG 0.05 0.05 0.05 | 0.14
Tsurin I E RG 0.09 0.00 0.00 | 0.09
Use of Liverpool LSDC
facility T NM 0.05 010 0.10 | 0.25

Page 54 of 71



RG 0.05 0.08 0.13 | 0.26

Use of Liverpool workshop | T NM 0.20 030 040 | 0.90

RG 0.40 050 0.70 | 1.60

Whitley M T RG 0.05 0.09 010 | 0.23

Wormald MP T RG 0.36 036 038 | 1.10

Oxford A.R. Weidberg Ac RG 0.20 020 0.20 | 0.60
Electrical Techs T Other 0.17 017 017 | 0.50

RG 0.34 034 034 | 1.01

Mechanical Techs T Other 0.17 017 017 | 0.50

RG 0.34 034 034 | 1.01

P.Lau E RG 0.20 020 0.20 | 0.60

R. Wastie E RG 1.00 1.00 1.00 | 3.00

OMUL A.Bevan Ac RG 0.15 015 0.15 | 045
A.Martin Ac RG 0.10 010 0.10 | 0.30

G.Beck Ph RG 0.10 0.10 0.10 | 0.30

J.Mistry T RG 0.10 010 0.10 | 0.30

J.Morris E RG 0.10 0.10 0.10 | 0.30

M.Bona Ac RG 0.20 020 030 | 0.70

RAL (PPD) J. Matheson Ap PPD 0.10 010 0.10 | 0.30
M. Tyndel Ac PPD 0.40 030 025 | 0.95

P. Philips Ap PPD 0.20 020 0.20 | 0.60

RAL (TD) eng support E D 0.80 050 047 | 1.77
I. Church E TD 0.10 025 025 | 0.60

R. Matson E TD 0.20 025 025 | 0.70

M. Key-Charriere E D 0.67 050 045 | 1.62

P. Booker E TD 0.10 0.10 0.0 | 0.30

Sheffield E. Paganis Ac RG 0.10 0.20 0.20 | 0.50
I. Dawson Ph RG 0.00 010 0.30 | 040

P. Hodgson Ph RG 0.30 030 0.30 | 0.90

P. Johansson Ph RG 0.00 0.00 020 | 0.20

R.S. French E RG 0.20 030 0.30 | 0.80

Grand Total 11.92 12.78 13.84 38.54

6.2.3 WP3
FTE totals

Institute Name Role type 10/11 11/12 12/13 | Total
Cambridge B. Hommels Ac RG 0.40 050 0.50 | 1.40
CG Lester Ac RG 0.10 015 0.20 | 045

D Robinson Ph RG 0.20 020 0.20 | 0.60

JCHill Ph RG 0.25 030 0.40 | 0.95

M]J Goodrick E RG 0.20 030 0.20 | 0.70

Liverpool Affolder A Ap RG 0.09 0.09 010 | 0.28
Burdin S Ac RG 0.02 0.03 0.03 | 0.08
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Dervan P Ap RG 0.18 023 029 | 0.69
Greenall A E RG 0.09 0.09 0.10 | 0.28
Greenshaw T Ac RG 0.03 0.03 0.03 | 0.09
King BT Ph NM 0.00 0.00 0.05 | 0.05
Use of Liverpool LSDC
facility T Other 0.00 0.00 0.00 | 0.01
RG 0.01 0.01 0.01 | 0.02
Vossebeld ] Ac RG 0.07 0.07 0.07 | 0.20
Oxford A. Barr Ac RG 0.04 0.15 0.20 | 0.39
A.R. Weidberg Ac RG 0.10 0.10 0.0 | 0.30
B.T. Huffman Ac RG 0.20 0.30 0.30 | 0.80
C. Issever Ac RG 0.00 0.00 020 | 0.20
M. Jones E RG 0.50 050 050 | 1.50
Mechanical Electrical
support T NM 0.17 017 0.17 | 0.50
RG 0.34 034 034 | 1.01
Mechanical Technical
support T NM 0.17 017 0.17 | 0.50
RG 0.34 034 034 | 1.01
S. Yang E RG 0.20 020 020 | 0.60
OMUL A.Martin Ac RG 0.05 0.10 0.15 | 0.30
G.Beck Ph RG 0.10 0.10 0.10 | 0.30
RAL (PPD) B. Gallop Ap PPD 0.50 050 050 | 1.50
G. Villani E PPD 0.50 050 050 | 1.50
J. Matheson Ap PPD 0.30 0.30 0.30 | 0.90
P. Philips Ap PPD 0.30 030 030 | 0.90
M Gibson E PPD 0.15 0.05 0.15 | 0.35
RAL (TD) Tech support E D 0.49 011 021 | 0.81
UCL M. Warren E RG 0.35 035 035 | 1.05
J. Butterworth Ac RG 0.05 0.05 005 | 0.15
Grand Total 6.46 6.61 729 20.36
6.2.4 WP4
FTE totals
Institute Name Role type 10/11 11/12  12/13 | Total
Edinburgh A.Main T RG 0.05 0.10 0.20 | 0.35
P. Clark Ac Other 0.10 0.10 0.10 | 0.30
Glasgow Bates Ap RG 0.20 0.15 0.10 | 045
McEwan T RG 0.40 020 0.20 | 0.80
Lancaster H. Fox Ac RG 0.02 0.05 0.05 | 0.12
H. Fox Ac Other 0.03 0.05 0.05 | 0.13
I. Mercer Tec RG 0.90 090 0.70 | 2.50
Liverpool Allport P Ac RG 0.01 0.01 0.01 | 0.04
Burdin S Ac RG 0.05 0.07 0.07 | 0.18
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Carroll JL E RG 0.05 0.05 0.05 | 0.14

Greenshaw T Ac RG 0.01 0.01 0.01 | 0.04

Jones TJ Ap RG 0.36 054 057 | 147

Muskett DA T NM 0.00 0.00 0.10 | 0.10

Sutcliffe P E RG 0.05 0.05 0.05 | 0.14

Use of Liverpool workshop | T Other 0.10 010 0.20 | 040

RG 0.20 020 0.20 | 0.60

Whitley M T RG 0.05 0.09 0.10 | 0.24

Oxford Electrical Techs T NM 0.17 042 0.67 | 1.26
RG 0.34 084 134 | 251

G. Viehhauser Ac RG 0.60 0.60 0.60 | 1.80

M. Dawson E RG 0.38 0.13 0.10 | 0.61

Mechanical Techs T NM 0.22 042 050 | 1.14

RG 0.44 0.84 1.01 | 2.28

P. Lau E RG 0.40 040 040 | 1.20

R.B.Nickerson Ac RG 0.50 050 050 | 1.50

S.Yang E RG 0.20 020 0.20 | 0.60

Senanayake E RG 0.43 055 050 | 1.48

W. Lau E RG 0.43 040 040 | 1.23

OMUL A Bevan Ac RG 0.15 0.15 0.15 | 045
A Martin Ac RG 0.20 020 0.20 | 0.60

F.Gannaway E RG 0.40 040 040 | 1.20

G.Beck Ph RG 0.70 070 0.70 | 2.10

J . Mistry T RG 0.70 070 0.70 | 2.10

J Morris E RG 0.30 030 0.30 | 0.90

RAL (PPD) Ass Tech T PPD 0.05 0.05 0.70 | 0.80
J. Matheson Ap PPD 0.25 025 025 | 0.75

M. Gibson E PPD 0.45 045 025 | 1.15

M. Tyndel Ac PPD 0.20 030 0.15 | 0.65

R. Preece E PPD 0.00 0.00 050 | 0.50

S. Haywood Ac PPD 0.10 020 0.20 | 0.50

RAL (TD) eng support E TD 0.64 0.85 085 | 2.34
I Wilmut E TD 0.71 095 095 | 261

J Hill E TD 0.53 070 0.70 | 1.93

J Noviss E TD 0.38 050 050 | 1.38

S Canfer E D 0.19 025 025 | 0.69

R Bennett E TD 0.75 1.00 1.00 | 2.75

P Booker E TD 0.20 020 0.20 | 0.60

Sheffield D. R. Tovey Ac RG 0.00 0.10 0.10 | 0.20
R.S. French E RG 0.50 050 050 | 1.50
Grand Total 14.06 16.71 18.52 49.29
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6.2.5 WP5

FTE totals
Institute Name Role type 10/11 11/12 12/13 | Total
Birmingham | J.A.-Wilson Ac Other 0.05 010 0.0 | 0.25
Glasgow Bates Ap RG 0.35 040 045 | 1.20
Buttar Ac RG 0.10 0.10 0.0 | 0.30
Doherty T RG 0.30 020 0.20 | 0.70
McEwan T RG 0.20 020 0.20 | 0.60
O'Shea Ac RG 0.05 010 0.10 | 0.25
Blue Ap RG 0.50 050 045 | 145
Liverpool Affolder A Ap RG 0.05 0.09 0.10 | 0.23
Allport P Ac RG 0.01 0.01 0.01 | 0.04
Burdin S Ac RG 0.07 0.07 0.07 | 0.20
Carroll JL E RG 0.00 018 014 | 032
Casse G-L Ap RG 0.23 023 024 | 0.69
Greenshaw T Ac RG 0.06 0.06 0.06 | 0.17
Jones T] Ap RG 0.05 018 019 | 042
Sutcliffe P E RG 0.00 0.05 0.05 | 0.09
Tsurin I E RG 0.45 045 048 | 1.38
Use of Liverpool LSDC
facility T RG 0.00 0.10 0.0 | 0.20
Use of Liverpool workshop | T NM 0.10 010 0.10 | 0.30
RG 0.10 020 0.20 | 0.50
Whitley M T RG 0.00 0.00 0.0 | 0.10
Wormald MP T RG 0.09 0.09 0.10 | 0.28
Manchester Da Via Ac RG 0.70 070 070 | 2.10
Freestone E RG 0.50 050 050 | 1.50
Hasi Ap RG 0.00 1.00 1.00 | 2.00
Kelly Ap RG 0.40 035 030 | 1.05
Kolya Ap RG 0.20 025 020 | 0.65
Pater Ph RG 0.60 0.60 0.60 | 1.80
Snow Ph RG 0.40 040 040 | 1.20
Thompson E RG 0.50 050 050 | 1.50
Watts Ac RG 0.10 010 0.0 | 0.30
RAL (PPD) J. Matheson Ap PPD 0.35 035 035 | 1.05
M. Gibson E PPD 0.00 0.00 0.20 | 0.20
M. Tyndel Ac PPD 0.20 020 0.20 | 0.60
RAL (TD) eng support E D 0.03 020 0.30 | 0.53
Grand Total 6.72 855 8.88 24.15
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6.2.6 WP6

FTE totals
Institute Name Role type 10/11 11/12 12/13 | Total
Birmingham A. Watson Ac RG 0.10 010 0.20 | 0.40
D. Charlton Ac RG 0.00 010 0.20 | 0.30
J. Bracinik Ph RG 0.00 0.20 0.30 | 0.50
M. Krivida E NM 0.00 020 0.60 | 0.80
R.J Staley E RG 0.30 0.40 0.50 | 1.20
S. Hillier Ph RG 0.10 030 0.30 | 0.70
S. Pyatt T RG 0.10 015 0.15 | 040
Cambridge B. Hommels Ac RG 0.10 010 0.0 | 0.30
J. Chapman Ph RG 0.30 0.30 0.30 | 0.90
M. Goodrick E RG 0.10 0.10 0.30 | 0.50
M. Thomson Ac RG 0.30 030 030 | 0.90
PDRA #2 50% Ph NM 0.00 0.75 1.00 | 1.75
S. Sigursson T NM 0.10 010 040 | 0.60
OMUL E Rizvi Ac RG 0.00 010 0.20 | 0.30
L.Cerrito Ac RG 0.12 012 012 | 0.36
M.Landon Ph RG 0.40 0.60 0.80 | 1.80
PDRA #2 50% Ph NM 0.00 100 025 | 1.25
RAL (PPD) B. Barnett Ax PPD 0.35 050 0.60 | 145
D. Sankey Py PPD 0.60 0.60 0.60 | 1.80
N. Gee Ac PPD 0.40 040 050 | 1.30
R. Middleton Ac PPD 0.65 0.65 0.65 | 1.95
W.Qian E PPD 0.70 0.80 0.85 | 2.35
RAL (TD) L. Brawn E TD 0.85 085 0.85 | 2.55
RAL EID Design Engineer 1 | E TD 0.00 1.15 145 | 2.60
Grand Total 5.57 9.87 1152 26.96
6.2.7 WP7
FTE totals
Institute Name Role type 10/11 11/12 12/13 | Total
Liverpool Affolder A Ap RG 0.09 0.09 0.10 | 0.28
Allport P Ac RG 0.01 0.01 0.01 | 0.04
Greenall A E RG 0.09 0.09 0.10 | 0.28
King BT Ph RG 0.00 0.00 0.15 | 0.15
Mehta A Ac RG 0.00 0.03 0.03 | 0.07
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Sutcliffe P E RG 0.00 0.05 0.05 | 0.09
Use of Liverpool LSDC
facility T Other 0.00 0.00 0.00 | 0.01
RG 0.01 0.01 0.01 | 0.02
RHUL A Misiejuk Ph rg 0.00 0.09 0.09 | 0.18
B Green E NM 0.30 040 040 | 1.10
P Teixeira-Dias Ac rg 0.09 0.09 0.09 | 0.27
PDRA — new request G7pt31 | Ph NM 0.00 050 050 | 1.00
V Boisvert Ac rg 0.18 018 0.18 | 0.54
Sussex A. De Santo Ac RG 0.10 020 0.20 | 0.50
L1Track PDRA2 Ph NM 0.50 050 050 | 1.50
P.-F. Salvatore Ac RG 0.10 0.10 0.20 | 0.40
V.Bartsch T Other 0.30 030 030 | 0.90
UCL G. Crone Pr RG 0.50 050 050 | 1.50
M. Warren E RG 0.40 040 040 | 1.20
Nikolaos Konstantinidis Ac RG 0.30 0.30 030 | 0.90
B. Cooper/D. Wardrope Ph NM 1.00 1.00 1.00 3.00
Vice-Lyapine E NM 0.00 020 0.20 | 0.40
Grand Total 3.97 504 530 14.32
6.2.8 WPS8
FTE totals
Institute Name Role type 10/11 11/12 12/13 | Total
Manchester Oh (RSF) Ac Other 0.10 0.10 0.10 | 0.30
Yang Ac RG 0.10 0.10 0.10 | 0.30
Masik Ph RG 0.10 0.10 020 | 040
Owen Ph RG 0.00 0.10 0.10 | 0.20
Schwanenberger Ac Other 0.10 010 0.10 | 0.30
RAL (PPD) D Emeliyanov PP PPD 0.00 0.10 0.10 | 0.20
F Wickens Ac PPD 0.20 0.10 0.00 | 0.30
J Baines Ac PPD 0.00 020 0.20 | 040
J Kirk Ph PPD 0.00 0.10 0.15 | 0.25
M Wielers Ac PPD 0.00 0.10 0.10 | 0.20
S Burke Ph PPD 0.50 065 075 | 1.90
RHUL PDRA —new request G7pt31 | Ph NM 0.00 0.50 0.50 | 1.00
R Goncalo Ph rg 0.00 0.00 0.09 | 0.09
S George Ph rg 0.00 0.00 0.09 | 0.09
RS
UCL E. Nurse Fellow | Other 0.20 020 0.20 | 0.60
P. Bernat Ph NM 0.50 050 050 | 1.50
Grand Total 1.80 295 328 803
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6.2.9 WP9

FTE totals
Institute Name Role type 10/11 11/12 12/13 | Total
Cambridge CP Ward Ph NM 0.00 0.10 0.20 | 0.30
JR Batley Ac RG 0.10 0.10 0.10 | 0.30
Edinburgh A. Buckley Ph Other 0.20 020 0.20 | 0.60
AN Other Ph RG 0.00 080 1.00 | 1.80
P. Clark Ac RG 0.10 0.10 0.10 | 0.30
V. Martin Ac RG 0.00 0.15 0.15 | 0.30
AN Other 2 Ph NM 0.50 1.00 050 | 2.00
A. Washbrook Ph Other 0.20 020 0.20 | 0.60
Lancaster R Henderson PP NM 0.10 0.15 0.15 | 0.40
RWL Jones Ac RG 0.04 0.04 0.04 | 0.12
TWL Jones Ac Other 0.06 0.06 0.06 | 0.18
Oxford A. Abdesalam Ph NM 0.70 070 0.70 | 2.10
J. Tseng Ac RG 0.20 020 0.20 | 0.60
Sheffield D. R. Tovey Ac RG 0.10 0.10 0.10 | 0.30
I. Dawson Ph RG 0.10 020 0.20 | 0.50
L. Nicolas Ph NM 0.25 1.00 1.00 | 2.25
UCL Jon Butterworth Ac RG 0.05 0.05 0.05 | 0.15
M. Campanelli Ac RG 0.20 020 0.20 | 0.60
P. Sherwood Ph RG 0.40 040 040 | 1.20
Waugh Ph RG 0.10 0.10 0.10 | 0.30
G. Hesketh Ph Other 0.10 0.10 0.10 | 0.30
Grand Total 3.50 595 575 15.20
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6.3 Scheduling
6.3.1 Strip Tracker

T[T e £ = 'm.l__
T Yechesiogy TSR =
[T | Technology demonsssser ssaveiat | Mon gEOSM0]  Fd G4BETY
BE at 10 o BRI, DL0AVHD
=T Dievesce +E5H0 ared st e #oti 250rwn besen o O30S Pl 1A
= | e e e e e | don TR0NT0 | F AT
[T | Thermemechanical siave svatusticn MongutanE el ID0RY
T | crmphenon ol 13 program| L Sdayy | Mon D1AR0°  Man D1EW
7 | I A, M oA kst whs | il on KRGS o 2SA01
¥ | st o, g pricen eushaiton i | e | Men 3001 BOET
[T | Fochoe o AN 3 s W | Fodmn| Mon 0TGN P0G
[T Foepare Test inkantrucnios ot CEFRN W Sdays| Mo JRGNTI | EnOMOAT]
[TT7 | BEDC Survwied | Then | Tew0lGdnl FeiPRAT
[ | ot Avadates. i Bdmn | Tow OTGSTT ] Tew DTG
T Mnchies vatatas (M 1) Wl Bl on TEVT1 | kn PG
e Vol Wy W Today | o MRV SR
| Tesing of AL Wl days| Moo FROVTIT ¥ DEOMTT
L Pty RN (M3 3 EE TN S| Mo TI0ATT B AM0ATT
| Reveem 54| Wamn| MonDETAAY] Fn VAORAT
[T 5P suavelet ey | Man DO Fel tARREY
= Corm Wkt weE Gy | W OSOET | Uhon DS
(¥} ke Aviadabie (M 3] L B | o VAT | don SR
[ | Mo Mearing | Today| Mo WGORTT|  Fn JPEEAT
Bl Testeg ¥ RAL W | e | W 300811 Fi BBORAT
= oo Cartoed Soufee avabable i CERN (ML 1) ey | o 1RO |t FRERE
=] Trating o CHHN 2 ey | on VROHTI| i GRTT
[ | Fornen. A ey | Won GROATT|  Fn FRORT
[TIT| i e Generanon Msdute Miurang Wed| damn| MondROOH)| o Dok
[T | sk of boal maieg Wi Bdma|  FOTANTE  EWERADAT
[TH | P ool empiete L Bdan | PRGN AR
[TH| e bSIG FUAG] hor AN 3 St wea | 1M days | o WOOTT| P TIONTT
[ "5 Eectrical suve 238 Abdays| Mon MBI PA DMBAIE
| Corn Avidaben e | D] blon SAOAT T ben BEDTT
[ WMok Akt (N3] wes T | o ST | e ST
=1 Modae Mowrmng (W4 1) W W | oo AT Fn BT
B Testrg o FAL M1 1] Wl | Fidys | Moo GFFTNTT | Fn GBI
[} Tt it CENN fhal By | len 057201 i SAdE
[} Farvern EE TN Wl | on TTAOTE P RS
[T 3tmem Teshasiony | witdan| Man@imane P 3aeei
[T | asica Midayy Wed IBORNL P N0NT
[ | W 1 LAY e ADCHC 1T M4 W Wk | bon UROOE] A SROARE
[T} ke WA EAALY e W N W[ A e | e OROATY T XGRS
] ABCHAI | Mdays Men0RONAZ P ITRTVED
(| Floorpian wez| Wdmys | lon DRUALE]  on GRBIALT
[ | Subrmen s | Didayn| o DRDATTE | don DROALZ
] Marutachre W O Sayy | on DROATTE | FRGAAT
[~ Cwabuiation (M3 & we Widayy| Uon B30T PR ITETNY
I~ Hee | fabam | MenoRBMRE P 300AT
[ | Froeplan L Wdays | o DRDANE e DRORRY
[~ St wes By | ehon DT o DRGTIAT
o | e Wz Odays| Mo DRGNS, Fnawgwey
. Evahaston (M3 45 e Mda | M BiTIGAY P A
= Pawer Prowstion Chip | MEERdays| Wed BOETI Wed DATVEZ
Bl Evhamicn ol prstofype Fomes Pociestion (g W | AR oy | V] TG | e D12
= Evahaon compleied usng Jnm chpuet modde EE Ty Wed DALIT . Wed DAGT1Z
[T Design. Procam & Test Sensons (N0 4| wez' oy | Glon DRONTE] i ZNOAY
[TTF|  Demontrator Module (ABEN-13 anly] 1 T8dayn Moo BROLIEE  Fr DANOME
B Fybrid = Thdays| Man GWOINT Fri0TRWID
| Lanpeus weE | Hden| Mon BRI Fn DM
Bl Uarndactre L Hamp| MonDWOATY  FriDassnd
T | Ansemthy wez| iy | Moo DGOTE P HOORAT
| Evabuaron (M2 ) wer| Hdr | Moo 1508 o oviSRAZ
BE Mt Aasemtdy. W iy | don JHOAET W OVGEEY
o ki Fhiston 3 1) L) Hdap| Uen OGS P DATOET
[ TH | Prowrype Module (Complete 130nm chipser) [ Wed 2113
Bl Fiytrid T . d
—ur] e} W | ] th
| Ui W WG 6}
[~ Ansemly weg W 011173 T
o Evilion () wez | Wed (A2
(] Moxdte Ansemdiy wea! W BEAZEY
Bul Phocaiar £ vakasbon 43 10 ] Wied 01
[TTI| Hirvese Newi Gamesaton Mocdle Mourtny W o RTINS
[TTT | et HSI0 A o A1 St e Thu ST
[TT|  rewi Biecical Sl | Fri TR
B Fape Auadabie: wez | Tty | bon OM1303 . Whon (NS
Bl o dvadatm W Waays| Wlon OTONTA | Mon 070143
B [ W | Sdmn e 0NN P OTEEAY 1
| Mochise Wuring L Vol | o GARRTE | PLERE
Bl Teateg o AL EET) Fidwe| on RO Fn FGVE
& | Futveem. 3| Wiy | Mo R0N]  Fo SRO0D
[TFT|  First Blectrizal Stave (beysnd Sis programma) 1 WSS days  Men 4033 Fe Bb0AND w
e Ve ducatatie W ey | on GABITS | o DARGHTY *
[ Corm dvalable Wz | Ty | lon 203N lan 2EWTY 4
= Macuhibes vkt wea | | on BAGVAE. Fn 2RO0EE 0
BE M Mg | | Mon GRS Fa e
] Totng u 24 Wi Faap| UenFW0ATI Fi MG
—r Tt o IR A ey | don SIS i RO
[ Fiavem a1 Widays | b SORS o SSOWAY
|50 | Law Powr St Cora Dwsign | smam =5
v v Tie Trchmoigy Wi B Wea BT ST 1,
U Temrabrg aref COrtatal skt of 7 200 T (M4 £ i | Tamn | Tha OROVTS]  Th 0RG11Z Lol
B Undirsiand matoriai for coee (W T} W[ A | on DYONNO | RRTIN
[ B Corm Technokngy WO M | e Bl P ST
L irsergrane Tages and vins ageher by Co.Cure (1 oferwen | e Bdays | Thu GUGRTT | Tiw 00T
B et prrscncn tranpor fame A4 1) W Wy o 0ROUTY . kon G3GUTT o
W] i s for 130w skl EET LTy e T s
™| st Loow Prowees Coee Coormpiete (004} L) By | Tow SelSE Too Be0SHY
[TH | 120rm Tharmettechanical Srve | teidays| TesZB0BZ Mon 18907
) Assembed usewg same tooksng a1 K Surve W | Uidne|  Tue ZB0ATE, Von 260N/
Bl Tt for STl art e hareral pericemance. 1] Wann| T TAAAE] e PG
[T | Tewarseed - Eharge Ror FM0nes W agrved aa] B | Mo WIOTE, Won TSIIT 1an
[ TEF |10 imaegrasion | Bdes?| NenUBIHD P EMORAD
[TTEF | Servioe baseine desgn and prossnpe Whi| HOdas| Mon0T0ZS0 2S00
[T | Unebersaandie of sppon sricties deson Wl | B0y | Mon MO0 Fn Rl
[TTET| i e L Widna|  FAZOANI FreOANY
[T | ok benting of Bwws (MO} wea | T o FRETRT
[TV | P chanmcasniaion snd g compiee W3 | | ke DRI
[TTHE | oo conecier iesi wense. el | o A
[TT0| s ot ieaig We Thad 1TREEY
[TTH| ot g maachurs complele: W Wiea TS
oot ted Taw
e Wod 05V s

Page 62 of 71



6.3.2 Pixel

[#] Task Name Duration Start | Finish 2010 12011 [2012 12013
H1 | [ HT [ H2
1 IBEL sensors 500 days Mon 0111110 Fri 28/09/12
2 IBL sensors delivery for qu." 108 days Mon 01/11/10 Thu 31/0311
73 | USBPixin institutes 65days  Wed 011210  Tue 01/03/11 ]
|4 USBPix ready Odays  Tue 01/03/11 Tue 01/03/11 01/03
75 ] sensor studies 77.88days Wed 02/03/11  Fri 17/06/11 F
8 Sensor review | Odays  Thu 16/06/11 Thu 18/08/11 y . 16/06
77 | Deliveryof tested IBL sensi 282days. Thu01/09/11  Fri28/09/12 [=——]
& |Sensors 360 days  Mon 10/10/11  Fri 22102113 PEEEEEE——
8@ | 3D sensor design _ 60days Mon 10/10/11  Fri30/12/11 =H
10 3D module design 137.5 days Fri 02/12/11 Tue 12/06/12
711 | 3D sensor fabrication 120days  Mon 0200112 Fri 15/06/12
12 | 3D sensor delivery 0 days Fri 15/06/12 Fri 15/06/12 15/06
EE] 3D module fabrication 90days Mon 18106112 Fri 191012 L
714 | 32D module evaluation | 90days Mon 22110112 Fri 2202113 T_|
715 | Modules 529 days  Tue 01/03/11  Fri 08/03113 L L : . ]
16 A-chip planar sensor desigr 30.13days  Tue 01/0311  Tue 12/04/11 [ —
17 4-chip sensor fabrication 120 days Tue 12/04/11  Tue 27/08/11 CASESE S—
748 |  4-chip planar sensor delive Odays|  Fri 30/09/11 Fri 30/09/11 & 3009
18 Design and procurement of 131 days Fri 01/07/11 Fri 3012711 '—_l_
20 Mechanical 4-chip module | 90 days Mon 01/08/11 Fri 0211211 :
721 | Mechanical module evalual 60days Mon 051211 Fri 24/02/12 ’—b .
22 Electrical module fabricatio 120days Mon 27/02112 Fri 10/08/12 :L
23 Delivery of 4-chip module 0 days Fri 10¢08/12 Fri 10/0812 10/08
24 Electrical module evaluatiol 150 days ' Mon 13/08/12 Fri D8/03/13 |
725 | Report on electrical module Odays| Fri08/0313  Fri08/03/13 @] 0si02
26 Layout and mechanics 605.13 days Mon 0111110 Mon 25/02113
72T | Layoutstudies 240days Mon 01/11/10  Fri 30/09/11 [— ;
28 Report on Layout studies Odays Mon 07/11/11 Mon 07/11/11 0711
28 | TM protoype design T0days  MonO7/11/11  Mon 13/02/12 s
30 TM prototype design ready Odays Mon13/02/12 Mon 13/02/12 p 13102
Task [_—] Milestone . E | Tasks T —
&T{}:ﬁmm Split e SUMMAny H External Milestone ’
Progress NN Froject Summary (el Deadine
Page 1
6.3.3 L1Calo
T [Task Hame [ Duration Stant Finssh [Z010 T2011 [2012 T2013
S E— 4 1 1 | H2 | m T _Hz | __Ht T __H2 | _Hi I _H2 | __Hl T H2
T Simulation Studies Te3days Wed 31103/ Fri 2910313
|2 | MC studies of existing L1Cale 262doys| Wed 3103110 | Thu 310311
3 ME.1: Impact of pile-up understood 1 day Fr01/04/11 Fri 0104111
4 MC Studies of Topological Processor 129 days | Mon 04/04/11 Thu 29/09/11 .
g M6.2: Simulation of Topological Processar fday| Fni3008i1i|  Fd 30081110 & 30009
T8 | MCStudies of Phase-| + Phase-ll algorithems Stodays| Mon 040411 Thu 280313 T !
7 M&.3: Phase-| requirements specified Tday|  FriZ@l0313  Fr 29003113 q: 2003
-
8 | System Studies 783 days Wed 31/03140  Fri 29003113 ——
6| Conceptual design of Phase-l + Phase-ll systems W2days| Wed 310310 Thu 2809111 L
[ 11 | MG5: Conceptual hardware design of TP in L1Calo Tday  Fn30009011 Fri 3009/11 ‘!gm
|12 | Detailed design of Phase Phase-Il system 389days| Mon 031011 |  Thu 280313 [ s |
13 M8.5: Detaiied Conceptual Design of Phase.il upgrade Tday| Fn200313  Fr 290313 0 29003
14
|15 CP Backplane Upgrade S4tdays  Fri040810  Fri 2910612 L . J
[ | Hiw & fhw Feasibility Studies 251 days Fn 0406110 Fri 200511 |:_|
™71 Upgrade firmware 0days| Mon 230511 | Fr 01007111 1 6l
|18 | Backplane System Test Sddays| Mon 00711 | Thu 0109111 ——
19 ME.4: Dperation of CP a1 80 MHz 1day Fri 29/08/12 Fri 29/06/12 . 29006
E)
[TE1 | Demonstrator Programme 585 days  Mon 00141 Fri 2000313 L . '
22 High-Speed Demonstrator 355 days  Mon 030111 Fri 110512 T ——
? specificabon B5days| Mon 030111  Fri 290411 ==
24 Board Design @mons | Mon 020511 Fri 08:01112 L
2 | Manufacture Gwks| Mon 080112 Fn 1700212 ll.-i;,
%% Test GOdays| Men 2000212 Fri 110512 =
B Topological Processor Prototype 390 days  Mon 031011 Fri 2903113 —_'
= specicaton Smons| Mon 0301 Fn 1110512 ———)
= Board Design 130days Mon 1400512 Fri0@Aiiz2 I—[’
E) Manufacture Wdays| Mon 121112 FriZii2nz
a1 | Commissioning BOdays| Mon 241212 Thu 280313 ]
B MB.T: ATCA-Based high speed demanstrator tday| Frize3n3  Fri290313 2003
Task [ ] Miesione L 3 EvemalTasks [0
g’:’:f.:}n'h‘fafgsro‘?c-mz-"“‘p Spit T Summary P  ctemal biestone
Progress S Froject Summary (PN Deadiine 1
Page 1
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6.3.4 L1 Track Trigger

ID | Task Name Duration Start Finish (2010 2011 2012 12013
H2 | H1 | H2 | H1 | H2 | H1 H2 H1 H2
1 WPT - L1Track Simulation St. 782 days  Thu 01/04/10 Fri 29/03/13
F| L1Track-specific software i) 413 days  Thu 01/04/10  Mon 31/10/11 i |
3 Development of the Descre,.  218days  Thu 01/04/10  Mon 31/01/11 1
4 | Physics and trigger rate stu. 250 days  Thu 0107110 Wed 15/06/11
5 L1 Trigger Upgrade Techni Odays  Thu 30/06/11 Thu 30/06/11
6 Physics and trigger rale stu. 512 days  Thu 01/07/10 Fri 15/06M12
7 Use of DES in system desyy 403 days  Wed 01112110 Fri 15/06/12
Specify the required perfor 0 days Fri 20/06/12 Fri 29/06/12
9 | Patten recognition studies 673 days  Wed 01/09/10 Fri 29/0313

10 | WPT - Off-detector hardware : 782 days Thu 01/04/10  Fri 20/03/13
11 | WPT-On-detector electron,  782days  Thu01/04110  Fri 2800313

12 | RolMapper design work 647 days  ThuO1/0410  Fri21/09M12

13 | RolMapper design complet Odays  Fri28/0912  Fri2B/09/12
14 | Construction of RolMapper 130 days Mon 01/10/12  Fri 29/03(13

Task [ i L3 External Tasks
E‘a‘:{:fétfl':‘:‘tlle;n Split e ———— SUmmary P cxtermnal Milestone €
Progress I FProject Summary [ Deadiine
Page 1
6.3.5 HLT

ID  |Task Name Duration Start Finish 2010 12011 12012 2013 |2014

mlozlﬁal&t' czloziodal ozoa&m?zb@gﬂq@

1 WP3.1 Optimise HLT ID Tracking sw for Phase-l 781.88 days  Thu 01/04/10 Fri 29/03/13

2 Update L2 tracking for IBL 15.89 mons Fri01/10M10  Tue 20M12/11 -

T M82_3:Tracking Code adapted for IBL Odays Tue 20112/11 Tue 2011211 : . 20112
__:1_ ] Optimise L2 Zfinder 974mens  Mon 03/01/11 Fri 30/09/11 [:L

5 M8 2: L2 Zfinder optimized 0 days Fri 30/09/11 Fri 30/08/11 .qaoms

(] Optimise L2 Pat. Rec. for different Rol types 12mons  Mon 03/110/11 Fri 31/08/12 -

7 Implement Zfinder and Fitter exploiting GPU 187.88days Thu0104/10  Tue 21/12/10

8 M8 1: First GPU meaurements: Zfinder & Fitter Odays  Tue 21112110  Tue 21112110

] Implement L2 Data Prep. & Pat. Rec, code to exploit GPU 32388 days  Tue 04/01/11 Fri 30/03/12
710 | M&6 GPU measurements for complete L2 chain Odays  Fri30/03/12  Fri 30/03112
711 | Optimise config. of EF tools 18 mens  Mon 04/04/11  Mon 20/08/12
1z | Perf & Gmons  Mon 15M10/12 Fri 28/03113 1,

13 M8.8: HLT Tracking code optimized for Phase-1 0 days Fri 28/03/13 Fri 28/0313 {: 29/03
T4 |wes.2 Optimise HLT Selection sw for Phase-| 513 days Wed 13/04/11 Fri 29/03113 M
‘_l Define Trigger Menus for MC productions 9mons  Wed 13/04/11  Tue 20112711 :;

18 M2 4: Trigger Selections Defined for MC producutions Odays  Tue 20/112/11 Tue 2011211 4).20!12

1w Develop Selections for upgraded L1 B8mons  Wed 2112111 Tue 31/07/12
18 | ¥ & optimisati 8mons  Mon 20/08/12  Fri 20/03/113 L

19 M&.7- Trigger Sel s optimised for upgraded L1 Odays  Fri2903/13  Fni20/03/13 J 29103
720 |WP8.3 core HLT sw updates 448.88 days Mon 04/04111  Thu 20112112 | ————

21 | Steering software updates 2244 mons  Mon 04/04/11  Thu 2001212 :,;
722 | M85 Steering software updated Odays Thu20M12/12  Thu 20/1212 & on2

23 |WP8.4 Define Phase-Il Trigger Selection Strategy 480 days Wed 01/02/12 Wed 04/12/13
22 | Define Trigger Menus for Phase-ll studies &mons Wed01/02/12 Wed 18/07/12 |:} 1
25 | and compare f of different options 12mons  Wed 10110/12  Wed 11/09/13 t +

26 Performance of different options reviewed Odays Wed 0412113 Wed 04/12113 . 041

Task lil Mil . E | Tasks
&rﬁ?ﬁmwﬁgw|w Split o e SUMMAry ” External Milestone ’
Progress NN Froject Summary (el Deadine
Page 1
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6.3.6 Computing and Simulation

ID |Task Name
1 ESImuiallon tools for Letter of Intent
| Pileup tools

| Strip and pixel release

3
4 Initial Atifast tune

5 | validated upgrade radiation model

& | Validation of 7TeV ID fluences & doses
7 Validation of 7TeV cavem fluences

8

Assessment & operation proposals

9 | Simulation tools for design proposals
10| Automated Atifast tuning
11 | Design proposal pixel simulation
12| Upgrade default release, tuned Atifast
13 |V for Design Prop
| EC Lol geometry implemented
IR High luminosity profiling & optimization
16 | Atlantis release for Design Proposal
17 | Performant paraliel running on Grid
18 | AthenaMP on Grid
19 | Analysis study
20 | Optimised parallel running
Task
Do T aoa sy T Spit
Progress

6.3.7 Notes on Gantt charts

| Duration

452 days
392 days

60 days
321 days
782 days
282 days
240 days
260 days
330 days
200 days
289 days

41 days
651 days
321 days
157 days
173 days
651 days
239 days
173 days
238 days

Start

Thu 01/04/10
Thu 01/04/10
Mon 03/10/11
Fri 01/10/10
Thu 01/04/10
Thu 01/04/10
Maon 02/05/11
Mon 02/04/12
Mon 26/12/11
Mon 26/12/11
Mon 26/12/11
Fri 01/02/13
Fri 01/10/10
Fri 01/10/10
Mon 26/12/11
Wed 01/08/12
Fri 01/10/10
Fri 01/10/10
Thu 01/08/11
Tue 01/05/12

Milestone

Summary

Finish

Fri 2311211 |

Fri 30/08/11

Fri 23(12/11 |

Fri 23/12/11
Fri 29/0313

Fri 28/04/11 |
Fri 30/03/12 |

Fri 28/03/13
Fri 29/03/13

Fri 28/08/12 |

Thu 310113
Fri 28003113
Fri 29/03/13

Fri 23112111 |
Tue 31/07/12 |

Fri 28/03/13
Fri 29/03/13

Wed 31/08/11 |

Mon 30/04/12

Fri 28/03/13

*

ﬁ

NN FProject Summary (el Deadline

Page 1

2013

H1 H2 H1 H2 H1 H2 H1 | H2

External Tasks

External Milestone

In a drive to make these charts as accessible as possible we have tried to limit the length of these to a
couple of hundred lines, this naturally means a lot of detail is missed. We hope in doing this we
have succeeded in capturing the core structure of the project, with the key flows of work, without
confusing the reader. Beneath this top level schedule work packages carry much more detailed

project planning.

Strip Tracker

The Strip tracker presents here an integrated chart for all three WPs. In the past we

have worked with separate Gantt charts and made the links between them — this is an attempt to
make changes easier, and make the connections between WPs more apparent. Time will tell to the

success of this approach.
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6.4 Risk Register

d

Ref |Risk Description Potential impact on project ting Controls

Level of Collaboration
contral (0-10, O is low)

kelihood

Lru:smugmuosiyrmv pfDelay in gaining the necesss by UK project management &mmms&mm osts of extra time s el2M year
02 X 0 . Bia inote 1) GREEN
Project definition Aange I.Klandu‘s‘ip by mtemational Project Office [Major UK roles in decrsson Many UK roles de smoedpmwmemimeded 2M year
AT - {noan)
Shortage of appropnate staft Fisk to quality and schedule g by anagementlPool of expertise achnical stafl do not FEC and|Hire acdaitional technical staft 5o|¢ m
¢ less expensive nulna

Higher ~radiation  levels  tha Review by intemational Project Office | Safety factors in design area = cost Rewvisit layout andior technologies 1M per m?
simulation 3 (note 5)
C prent p SICS p 1 v b 1 i oy E | h I M0s oUnd 2 de a pChnologies : : eyl Rovis A I E NOIoges

ssble Mhiough  gresls 56 and CFRI Reduce il appropreate, 200k
(note 7) GREEN
delay in hiling new posts pasiion in commurity mwhndn;md,leﬁ lmmmummmdomol Ellm are being made 1o il g{
mm«m @ posts at present 13

-_--.._—..._—_—

Prototypes fal to perform  eithe tovie j Revisit stave design Need tme to buld new|Delayed start to production phase 3gk(mm
12 [thermally, electrically efnationa 2 prototype 2
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Review by UK project management |Delays in  programme  Altemnativel ime, Reduce scope to fit budget Encourage|0 (note
& [international SG and PO suppliers 3 itor ¢ i 12)

Review by international SG and PO offNovel Interconnects R&D I.lhwooslsmmﬂl erfSwitch R&D  emphasis  fo ovell Unknown
available technology options 1§ 1] 1 Jchannel density Interconnects. (note 13)
(Would result in higher matenaljcontinue to contribute to ABCN130 efforts 0("010

3 [and heat loads 14)

(Adapt programme and schedulé to 100k per
ace any revised ASIC dates, ear (note
prowide exra effort to assist ASIC program 17)

| Senal powenng not feasible 0 SONON 10 POWenng ] Review by UK project management | Delay in programme R&D into DC-DC Extra costs and long installation|E:asting services cannat be used and 0 (costto
tracker with existing services international SG and PO 2 [phase requinng faster build  [be replaced UK)

akis i OfW-DC-MDC-DCbO
15 mmmmmm [selected re-direct efforts 1o support

I.. rsdcunmiantnﬂam a Review by LK project management. Delay in programme Probable exira costs orfCrelay start to stave construction 0(
: reduced scope 16}
IHHHH_EHH_W

meuxprqwmw wumww mmmmwmm Unlmcw'n
(note 13)
Review by UK project management, | Geometry Dependent Compressed R&D tmescales  |Redesign Layout to move sensors (o kver
3 fposG 1]z]:2 does regions
Delay to R&D and production by -1 15 enbical to ATLAS 1BL progect so | Schedule would be modilied in short

6-8 months s significant exdemal resource term, If long term issus, then IBL. would
se FE-13
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Radiation tolerance of local Lifetime of detector Detaibed work from FP420 design Radiation review in 2010, RD will choose See proposal
55 e from vanous options.

Topological technique not viable. ngineenng studies will start when inmware test benches will establish Initial studies already show Initiate are studies when funding is f .
Need to seek allemative 12 ncding is available viabality and latency early m project some lopological options with  Javailable (note 26) GREEN
achnique axrsting hardwang
high pde-up simulation too Not possible to evaluate benefits ajor effort to improve the performance [Investigate the use of fast simulation Situation will improve with additional effort 100k/year
fslow for L1 trigger rate studies of L1Track at SLHC. of ATLAS full simulation tools for Lavel-1 tngger rale shudies (note 27)

HLngmmmu Fotennal delay will allamative Review by UK project managament Polental spead-up from GPU, RoD-level Potential cost of extra affort Pursue hardware and software oplions for 100k/year
o ochrigues an dovelopdd pre-processing and pre-HLT tracking info. spoed-up (note 27) GREEN
A I I I N ot I I S i —

Inﬂﬂﬂlﬂﬂ_
ce gains 23)

Datay in the LHC runming and
95 [energy ramp o afs)e

o ing Jalale AMBER
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Notes:

The costs associated with these risks are very hard to meaningfully quantify. In many cases the cost
will be beyond the scope of this program indicated by FUTURE).

1. Cost is of supporting all of ATLAS UK (ex RG) for 12 months - it is assumed capital and
travel will be required FUTURE.

2. As note 1 but with the proviso that a loss of leadership is likely to impact technical choices,
and increase costs further.

3. Worst case is assumed to be to employ STFC staff instead (recruiting may be needed) and
this is likely to ass 50k per FTE of effort.

4. ranging from 0 to very high depending on exact discoveries. To date all discoveries have
resulted in 0 cost increase, and the likelihood of anything larger coming forward is
diminishing all the time.

5. 1 square meter increase of area will be 100 modules at ~4k each - on top of this there will be
effort, readout, spares etc. This cost would be spread over maybe 2017-2019 and shared by
all collaborators. Given the proposed UK contribution the UK could expect perhaps 20% of
these costs FUTURE.

6. Impossible to quantify due to non-specific nature of risk

7. Can only impact capital aspect of the project - this is a worst case assuming all parts that
must be sourced abroad are 20% more expensive

8. Approximate cost of remaking average price full prototype (stavelet) from scratch.

9. The timing of this would have a huge impact on the cost - from 0 to ~1/3rd of the capital
allocation of the tracker - clearly willingness to spend will drop should such a change look
likely

10. parts are insured in transit so the capital loss will be 0 - there will be a time loss, but
generally re-scheduling is possible.

11. As we are not yet in production there is no quota we need to fill, and much of the WP2
Working allowance is associated with this purchase - we might have to adjust the
prototyping plan should this risk be realised

12. It is assumed international orders will not be allowed to slip the TDR date so there is no cost
from that - the risk will be realised be having to redefine UK scope

13. Impossible to quantify - depending on when the risk was realised, and the magnitude of the
change it would range from trivial to very high.

14. Assuming the costs incurred would be considered zero as they have been budgeted, then the
fabrication costs are negligible, but the running costs will be higher, and the performance
poorer.

15. Nominal cost for extra iterations (capital only) - if it effect the TDR then note 1 - very
unlikely.

16. This results is loss of leadership and position not in capital risk
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17.

18.
19.

20.
21.
22.

23.
24.
25.

26.

27.

28.
29.

100k is the cost of providing 1FTE of STFC effort from the UK to assist in the ASIC
development

Cost of reworking prototypes and tooling - very approximate.

Cost of two new irradiation runs (assuming SCK - might be lower at Birmingham if that
proved possible)

Nominal sum to switch effort to DC-DC.
50:50 university STFC effort, unlikely more than 6 months would be needed.

Assumed to be small effects that can be investigated in subsequent prototypes - upper limit
is dedicated prototype cost.

The per stave cost - assumed a stave takes 1 week longer to bond (very unlikely)
Use connectors - cost neutral

Cost of new module mounting tooling and all stave build tooling + development of next
version .

Trigger problems if realised would compromise the ATLAS performance, there is no
obvious solution by use of extra resources

Cost given is for 1 additional STFC staff to work on problem. Effort required is not
quantifiable, would be an ATLAS collaboration problem

Half a year of PDRA effort to enable virtualisation or change code (upper limit)

Given the intended late purchase of hardware the budget will remain largely intact until
program end, at that point extra cost may be incurred - approximated by doubling capital
budget.
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6.5 Glossary of terms
SCT Semi Conductor Tracker, the strip tracker of the present ATLAS experiment

Stave The smallest modular element of the proposed strip tracker — presently considered
12 modules long, with detectors on either side

Stavelet A 4 module long stave used for prototyping purposes (mainly electrical)

The The document submitted to the PPRP titled “ATLAS UK Upgrade Proposal” on

proposal October 30" 2009. This formulates what we requested funds for in the 2010-2013
period.

TD Technology Department at STFC (includes Technology at RAL and DL along with
the resources of the ATC in Edinburgh)

SpP Serial powering

IBL Insertable B layer — innermost pixel layer that more or less sits on the beam pipe —

the first upgrade ATLAS will get.

Phase1 This refers to the period of running between the LHC shutdowns in 2017/18 and
2020

Phase2  This refers to the period of running after the 2020 LHC shutdown

HSIO High Speed Input Output — an FPGA readout board made at SLAC for interface to
all staves (250 and 130nm) and stavelets. Presently used as the primary interface for
all strip tracker objects.

IBL Inner B-layer pixel detector; upgrade to the pixel detector
HLT High level trigger: level 2 and EF software triggers
EF Event filter: level 3 software trigger
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