Goals and Metrics
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To develop and 

deploy the 

largest

-

scale 

science Grid in 

the UK for use by 

the worldwide 

particle physics 

community

.

1. CERN

To work effectively with 

and within the LCG project. 

2. DataGrid

To work successfully with 

and within EDG.

3. LHC Applications

To help grid

-

enable LHC 

applications in the UK. 

6. Interoperability

To develop compatibility 

with external projects  

7. Dissemination

To engage and inform the 

UK HEP groups and others.  

8. Resources

To attract, deploy and 

monitor resources.  

4. Other Applications

To help grid

-

enable other 

applications in the UK. 

5. Infrastructure

To develop UK Grid 

Computing infrastructure. 
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-

1 Centre

5.1.1 Milestone

Due:

31

-

May

-

2002 

Description: 

Deploy stage

-

1 Tier

-

1/A centre.

Metric 

: Install 300 CPU and 35 TB of Disk

Risks

:   None

Dependencies

: None.

5.1.2 Milestone

Due:

31

-

Oct

-

2002 

Description: 

Verify stage

-

1 deployment

Metric 

: Run at 90% capacity for 2 weeks.

Risks

:   Installation or equipment problems

Dependencies

: 5.1.1

5.1.3 Milestone

Due:

31

-

May

-

2003 

Description: 

Deploy stage

-

2 Tier

-

1/A centre.

Metric 

: Install 300 CPU and 35 TB of Disk

Risks

:   None

Dependencies

: None.

5.1.4 Milestone

Due:

31

-

Oct

-

2003 

Description: 

Verify stage

-

2 Tier

-

1/A centre.

Metric 

:

Risks

:   

Dependencies

: 5.1.3

5.1.5 Milestone

Due:

31

-

May

-

2004 

Description: 

Deploy stage

-

3 Tier

-

1/A centre.

Metric 

: 

Risks

:   None

Dependencies

: None.

5.1.6 Milestone

Due:

31

-

Sep

-

2004 

Description: 

Verify stage

-

3 Tier

-

1/A centre.

Metric 

: 

Risks

:

Dependencies

: 5.1.5.
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Aim and Objectives

Aim

The GridPP Collaboration aims to develop and deploy the largest-scale science Grid in the UK for use by the worldwide particle physics community. Aim is synonymous with Goal.

Objectives

1. SCALE: GridPP will deliver the Grid software (middleware) and hardware infrastructure to enable the testing of a prototype of the Grid for the LHC of significant scale. 

2. INTEGRATION: The GridPP project is designed to integrate with the existing Particle Physics programme within the UK, thus enabling early deployment and full testing of Grid technology and efficient use of limited resources. 

3. DISSEMINATION: The project will disseminate the GridPP deliverables in the multi-disciplinary e-science environment and will seek to build collaborations with emerging non-PPARC Grid activities both nationally and internationally.

4. UK PHYSICS ANALYSES (LHC): The main aim is to provide a computing environment for the UK Particle Physics Community capable of meeting the challenges posed by the unprecedented data requirements of the LHC experiments.

5. UK PHYSICS ANALYSES (OTHER): The process of creating and testing the computing environment for the LHC will naturally provide for the needs of the current generation of highly data intensive Particle Physics experiments: these will provide a live test environment for GridPP research and development.

6. DATAGRID: Grid technology is the framework used to develop this capability: key components will be developed as part of the EU DataGrid project and elsewhere.

7. LCG: The collaboration builds on the strong computing traditions of the UK at CERN. The CERN working groups will make a major contribution to the LCG research and development programme.

8. INTEROPERABILITY: The proposal is also integrated with developments from elsewhere in order to ensure the development of a common set of principles, protocols and standards that can support a wide range of applications. 

9. INFRASTRUCTURE: Provision is made for facilities at CERN (Tier-0), RAL (Tier-1) and use of up to four Regional Centres (Tier-2).
10. OTHER FUNDING: These centres will provide a focus for dissemination to the academic and commercial sector and are expected to attract funds from elsewhere such that the full programme can be realised.

Components and Elements

[image: image3.wmf]5. Infrastructure

To develop UK Grid 

computing infrastructure. 

5.1 Tier

-

1 Centre

Develop a Tier

-

1 centre at RAL consisting of 

xxxx

processors and 

yyy 

TBytes of storage with 

a staff of 

zz

FTE providing 24x7 service.

Metric

: Achieve milestones.

5.2 Tier

-

2 Centres

Develop four Tier

-

2 centres consisting of 

xxx

processors and 

yy

TBytes of storages with a 

staff of 2

-

FTE.

Metric

: Achieve milestones.

5.3 Deployment

Roll out of Grid software throughout the UK 

HEP community.

Metric

: Achieve milestones.

For management purposes, the GridPP project will be represented by eight components, through which the objectives will be achieved. The components themselves each consist of one more elements as indicated by the following diagram:

Figure-1: GridPP Goal, Components, and Elements.

Each Element is a specific task that has associated with it some metric by which success can be judged. In many cases, this metric is actually the completion of a set of more detailed milestones, which in turn contain their own metric together with a statement of risks and dependencies. This structure is illustrated in Figures 2 and 3 below. It is assumed that the milestones will eventually be contained in a tool such as Microsoft Project where the time-line and dependencies can be more explicitly monitored. In the remainder of this document the eight components, their elements and milestones will be presented in text form. A linked web-version of the structure will be provided.

Figure-2: GridPP Infrastructure component, elements and milestones.


Figure 3: GridPP Tier-1 element and the associated milestones.
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