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1. Allocation of outstanding EU DataGrid Posts

· Following a meeting of the Ad-Hoc Committee, the status of the 'unfunded' (by the EU) EU DataGrid jobs was as follows:

Institution     
To Work on (FTE)

IC              
WP1 (0.5) / WP6 (0.5)

Glasgow       
WP2

Liverpool       
WP5 (0.5) / WP4 (0.5)

Bristol         
WP6 (0.5) / WP8 (0.5)

UCL             
WP7

Manchester   
WP7 + General Support

· The Shadow Project Management Board was constituted to assess internal GridPP tenders for the outstanding commitment to the EU DataGrid posts.

· Internal tenders were called within GridPP to fulfill the outstanding commitments to the EU DataGrid project according to following table. 

Table 1: DataGrid workpackage deliverables.

Workpackage
UK overall commitment

(FTE) 
UK remaining commitment

(FTE)
EU funded

(FTE)

WP1 Workload
0.5
0.0


WP2 Data Management
1.5
0.5


WP3 Monitoring Services
1.8
1.8
3.0

WP4 Fabric Management
0.5
0.0


WP5 Mass Storage
1.5
1.0
1.0

WP6 Integration Testbed
3.0
2.0


WP7 Network Services
2.0
0.0


WP8 PP Applications
4.0
3.5
0.3

Totals
14.8
8.8
4.3

· The timescale for input was (necessarily) rapid: there is a commitment to have people in post from Jan 2001 for 3 years. GridPP were approved to allocate these posts internally according to the following procedure. 

1.1 Procedure for Internal Tendering:

1. The deliverables in each of the above areas are defined by the GridPP document:

    http://ppewww.ph.gla.ac.uk/~doyle/GridPP/GridPP.doc (.htm)

    and the EU DataGrid documents:

    http://www.eu-datagrid.org/

2. For HEP applications [3.5 posts]: these posts must be w.r.t. LHC requirements, emphasising grid-enablement of the experiment infrastructure. All HEP applications posts (or 0.5 posts) will be allocated to individual experiments to ensure that the requirements of the experiments are met.

3. For posts in other areas [5.5 posts]: the UK liaison person to the EU DataGrid should be consulted prior to submission [Contact: Robin Middleton] 

4. We ask you to respond, on behalf of your Institute (or group of Institutes), with a short case (~1 page per post) consisting of:

a. which WP(s) are you tendering for?

b. which deliverable(s) can you deliver on?

c. what are you already doing in this area?

d. how would you implement the deliverables?

e. what support/infrastructure is/will be available locally?

f. a list of main objectives (as in the PPARC RG2 form)

g. a short abstract (as in the PPARC RG2 form)

5. The deadline for submission [via e-mail to Steve Lloyd] is 5pm on Monday 21st May. 

6. The Shadow Project Management Board will determine priorities and allocations according to this input. Priority grading will be made according to the standard alpha gradings (up to alpha 5). 

7. The recommendations of the PMB will be subject to approval by the PPARC e-science director.

2. DataGrid Project Overview

The EU DataGrid project will develop, implement and exploit a large-scale data and CPU-oriented computational Grid. This will allow distributed data and CPU intensive scientific computing models, drawn from three scientific disciplines, to be demonstrated on a geographically distributed testbed. The project will develop middleware software, in collaboration with some of the leading centres of competence in Grid technology, bringing in practice and experience from previous and current Grid initiatives in Europe and elsewhere. The project both complements and helps to co-ordinate at a European level, several on-going national Grid projects. The project will centre around an international testbed based on advanced research networking infrastructure provided by another EU Research Network initiative. The three scientific disciplines (Particle Physics, Bioinformatics and Earth Sciences) will each exploit fully the project developments through the testbed and elsewhere. The four LHC experiments form the major component in exploitation of testbed prototypes. Strong relationships are being built with the GriPhyN and PPDG projects in the US and with the Globus and Condor Grid technology teams. The project extends the state of the art in international, large-scale data-intensive Grid computing, providing a solid base of knowledge and experience for exploitation by European industry.

The UK Particle Physics Community is fully involved in the programme of the DataGrid project under the contract with the EU signed by PPARC, as one of 6 principal partners, at the end of 2000. The UK technical coverage in the project is quite broad, though the level of UK commitment is not uniform across all areas. The UK has leadership of two of the five middleware workpackages and has critical-path responsibilities in the areas of security and information services. 

The UK’s commitment is to provide 14.8 FTE over three years commencing January 2001 distributed between middleware development and application pilot work, as discussed in appendix 16. Through the contract the UK benefits from funding for 4.3 FTE over the project duration and as a Principal Contractor has strong associations with IBM-UK and the SZTAKI institute in Hungary (both of whom are Assistant Contractors to PPARC).

2.1 Description of the DataGrid Workpackages

Each of the workpackages (WP) starts with a user requirement-gathering phase and is followed by an initial development phase before delivering early prototypes to the testbed workpackage. Delivery to the testbed of increasing levels of functionality from the development workpackage deliverables are foreseen at three stages of the project (being the September of each of 2001/2/3). The application workpackages each year take up this increased functionality, providing feedback to the development cycles as well as full exploitation through data challenges etc.

2.2 Description of the Workpackages 

The structure of the DataGrid work programme is as follows:

2.2.1 Grid Middleware

Each workpackage (WP) is a “mini-project” in itself.

WP1 Grid Workload Management

Deals with workload scheduling and has the goal of defining and implementing an architecture for distributed scheduling and resource management. This includes developing strategies for job decomposition and optimising the choice of execution location for tasks based on the availability of data, computation and network resources.

WP2 Grid Data Management

Deals with the management of the data, and has objectives of implementing and comparing different distributed data management approaches including caching, file replication and file migration. Such middleware is critical for the success of heterogeneous datagrids, since they rely on efficient, uniform and transparent access methods. Issues to be tackled include: the management of a universal name-space, efficient data transfer between sites, synchronisation of remote copies, wide-area data access/caching, interfacing to mass storage management systems (see below).

WP3 Grid Monitoring Services

Provides facilities for monitoring the status of both the Grid system and the applications running on it and also encompasses information services.

WP4 Fabric Management

The objective is to develop new automated system management techniques that will enable the deployment of very large computing fabrics constructed from mass market components with reduced system administration and operation costs.

WP5 Mass Storage Management

Provides both the framework for integration of mass storage systems into Grid environments as well as a uniform means of access to stored data.

2.2.2 Grid Infrastructure

WP6 Integration Testbed

Production quality international infrastructure is central to the success of DataGrid. It is this workpackage that will collate all of the developments from the technological workpackages (WPs 1-5) and integrate into successive software releases. It will also gather and transmit all feedback from the end-to-end application experiments back to the developers, thus linking development, testing and user experiences.

WP7 Network Services

Oversees the provision to testbed and application workpackages of the necessary infrastructure to enable end-to-end application experiments to be undertaken on the forthcoming European Gigabit/s networks.

WP8 High Energy Physics Applications

This brings in all four LHC collaborations providing, critical input on requirements. The experiments, whilst acknowledging that the testbed is a prototype, will still be doing serious production work with it.

WP9 Earth Observation Science Application

This is driven primarily by the need to handle data from the new ENVISAT satellite, due for launch in Summer 2001. It is seen as a pilot leading to significant further work.

WP10 Biology Science Applications

Will provide and operate end-to-end application experiments, which test and feedback their experiences through the testbed to the middleware development workpackages.

WP11 Information Dissemination and Exploitation

Will provide a key access point to the project for external bodies, in particular it will host an Industry and Research Forum coupled with the project. The development of a web-based project portal is also foreseen.

WP12 Project Management

Will ensure the active dissemination and results of the project and its professional management.

2.3 UK Responsibilities and Deliverables

The UK has leadership of the Monitoring Services and Mass Storage Integration workpackages and thus has ultimate responsibility for delivery in these areas (even though some of the work is carried out by partners outside the UK). The UK has also undertaken commitments to participate in most of the other workpackages to varying degrees ranging from low-level (requirements input and test/deploy products) to much more active involvement (with specific responsibilities to deliver to external co-ordinating partners). In some cases, the UK commitments are not fully developed as the role has not been completely established pending more complete understanding of the architecture and design phase and/or identification of personnel to fulfil low-level commitments. In these cases, UK deliverables will be developed in the first stages of the DataGrid project. Table 2 shows the identified UK deliverables by workpackage and the overall effort committed composed of the UK funded (14.8 FTE) and EU funded parts.

Table 2: DataGrid workpackage deliverables.

Workpackage
Specific UK Deliverables
UK funded (FTE) 
EU funded (FTE)

WP1 Workload
Requirements/test/deploy
0.5


WP2 Data Management
Information Services 

and Query Optimisation
1.5


WP3 Monitoring Services
Overall responsibility

Information Services R&D
1.8
3.0

WP4 Fabric Management
Requirements/test/deploy
0.5


WP5 Mass Storage
Overall responsibility
1.5
1.0

WP6 Integration Testbed
Full participation with 


multiple sites

Security R&D
3.0


WP7 Network Services
End-to-end monitoring

Managed bandwidth studies
2.0


WP8 PP Applications
Participate in data challenges
4.0
0.3

WP9 EO Applications
(none)
0


WP10 Bio Applications
(none)
0


WP11 Dissemination
Link UK and 

DataGrid dissemination
0


WP12 Management
Provide 

DataGrid-UK management
0


Totals

14.8
4.3

3. Recommendations

The following work group deliverables are recommended for funding by GridPP.

3.1 WP2: Data Management – Glasgow (0.5 FTE)

Deliverables:

1. GridPP Monarc demonstrator - the Monarc simulation tool will be tested and developed incorporating realistic input from GridPP regional centres. This will enable physics analysis queries to be optimised for different scenarios of replicated data in the UK and elsewhere.

2. Replication strategy document - various strategies to maximise throughput are possible from fully-consistent (synchronous) through various levels of asynchronous replication: we will investigate different possibilities using e.g. genetic algorithms to minimise “cost” in terms of bandwidth, CPU and disk availability, using Monarc.

Current ScotGRID Development Work:

SQL Service Index

Query Optimisation using Monarc

System and Globus testbed development

Network monitoring and linux system development

CPU, disk and network monitoring tool

ATLAS Monte Carlo production

LHCb Monte Carlo production

ATLAS Higgs (+associated W) analysis

GridPP interim project leader and data management liaison
Gavin McCance 
[100%]

Paul Millar 

[50%]

David Martin 
[80%]

Alan Flavell 
[80%]

Ian Skillicorn 
[80%]

Stan Thompson 
[30%]

Andrew Pickford 
[30%]

Sasha Tcheplakov 
[30%]

Tony Doyle 
[80%]

Support/Infrastructure:

· The ScotGRID team meets weekly to define tasks and review progress. 

· Links have been established with the 5* rated Glasgow Computing Science Department (Malcolm Atkinson) who have an excellent record in related areas including applications in telecommunications and bioinformatics. 

· Tenders have recently been returned for ScotGRID - the industrial partner will provide hardware and contribute to linux software development.

· A physicist/programmer will shortly be appointed to work on Grid Data Management as part of the EU DataGrid project.

· A PPARC e-science PhD student (David Cameron) will start work on Grid Data Management over the summer with a Phd starting in October.

· The Universities of Glasgow and Edinburgh are currently engaged in the creation of an e-science centre for Scotland, which will provide a wider focus for these developments.

WP3: Monitoring Services – QMW (1 FTE)

The QMUL group designed, wrote and set up the LDAP based MDS structure used in phase 0 UK prototype. More recently a staff member has been appointed the DataGrid contact with the Globus team for activities connected with information services.  

Initial priority will be given to the development of enhanced information services based on the Globus MDS model.  It is intended that this work will be closely coordinated with the Globus project. Requirements include the development, packaging and deployment of a robust, modular structure using the LDAP v3 protocol. This will require the identification and enhancement of key components such as the Openldap slapd server. Using these components together with the Globus infrastructure we intend to develop a flexible model allowing the plug-in of multiple LDAP backends and the flexible deployment of resource oriented and collaboration oriented index servers. This will facilitate the construction of multiple, possibly overlapping, virtual organizations. The information infrastructure will also require setting up and maintenance of web based resources including a schema repository. Security will be handled by adding GSI based access controls to LDAP servers.

In parallel with the development and deployment of LDAP based services the QMUL group wish to develop and evaluate alternative approaches in order to facilitate distributed SQL queries. If multiple protocols prove desirable they intend to develop common API's. We intend to set up a small distributed testbed in order to evaluate the performance and robustness of our software components. Where appropriate, for example, using SQL databases as backends to LDAP we intend to carry out this evaluation with respect to existing experimental requirements. 

The appointment of a full time post will also allow us to continue to lead the deployment and management of the information infrastructure within the DataGrid testbed and UK prototype.

3.2 WP5: Mass Storage Management – CLRC (1 FTE)

CLRC leads the Mass Storage Management workpackage (WP5) of DataGrid on behalf of PPARC and in support of this requests an additional 1 FTE for 3 years to implement the mass storage model. The post will be based at RAL and the occupant will work with the DataStore team to implement the Grid specific developments.

Objectives:

The principal objectives of the work are :–

1. to define and implement a common API to mass storage management systems for use in both DataGrid data centres and at other principal HEP sites;

2. to define and implement data import and export mechanisms along with associated metadata and to publish information about data held and its metadata;

3. to define and implement strategies for management of disk pools and caches associated with mass storage;

4. to implement the above in detail for the prototype Tier-1 centre to be based at RAL.

Deliverables:

Since the original DataGrid proposal was submitted the requirements have changed and WP5 will also deliver generic StorageElement software as part of the testbed release. These developments will facilitate the exploitation of generic mass storage worldwide wherever they may be located. In addition, there is work to be done to enable the RAL DataStore to be part of this global network and this can only be at RAL working alongside local expertise.

Specific deliverables are :

1. development of generic software for grid access to location independent mass storage, and

2. implementation of this for the RAL DataStore

Current Expertise and Infrastructure:

RAL has operated the large robotic DataStore in the Atlas Centre for the UK Particle Physics community for many years and has an established track record in delivering similar services. The DataStore is currently being upgraded from 30 TBytes to a maximum potential capacity of 300 TBytes. Established expertise exists in many associated areas including file management, remote access, disk cache/pool management and in Hierarchical Storage Management systems. The VTP protocol was developed by RAL to enable remote access to DataStore tapes and the TMS tape management system was first developed at RAL and later exploited by CERN and others for LEP data. VTP is currently used by LEP and HERA experiments for wide area data access to/from RAL, in many ways anticipating the evolution of the LHC DataGrid model.

As well as providing the WP5 work package manager, RAL also provides the WP5 representative on the Architecture Task Force which is developing the overall DataGrid model and in particular the StorageElement part which will be delivered by WP5.

Close collaboration has already been developed between RAL and other major data centre partners in DataGrid (e.g. CERN, IN2P3, INFN) and co-operation with other centres such as DESY, SLAC and FNAL is underway to devise a uniform approach in connecting peta-scale datastores to the Grid. RAL currently hosts a UK data centre for BaBar based on a large disk cache and the tape robot and is planning a similar service for CDF later this year in time for RunII data taking.

3.3 WP6: Testbed – Manchester (1 FTE), RAL (1 FTE)

Manchester

Note: the original 1 FTE to Manchester is allocated to Networking and General Support: The post described below incorporates General Support such that 1 FTE is available for Networking.

The person will contribute to the delivery of UK commitments to the Testbeds programme, by offering support to this and other institutes and will also work on maintaining and strengthening the security of software installed at Testbed sites. Participation in the Testbeds programme requires adherence to common standards for system con-figuration to allow Europe-wide testing of middleware and HEP applications. In the early stages of the project, while installation tools are still immature and frequently changing, site administrators will need expert advice in conforming to these requirements. This person will continue our existing involvement with Workpackage 6, and communicate these requirements to UK site administrators. The use of Testbeds for developing distributed HEP applications requires that scalable authorisation mechanisms are put in place, so that the work of active developers is not impeded by the practical limitations of current security mechanisms. This is one of the least developed areas of the Grid Security Infrastructure used by Globus. Consequently, the post requested also involves work on providing mechanisms for Dynamic Accounts, and for Community Authorisation systems, allowing Grid users to access sites on the Testbeds without local administrative overhead, but in a controlled and suitably limited way. This activity would be part of the UK’s Security R&D, deliverable within WP6.

There is also a considerable need for active monitoring of the security of the software used by Testbed sites. Knowledge of vulnerabilities in operating system and pre-Grid middleware (mail, web etc) is rapidly transmitted due to the Internet and “exploit scripts” are commonly published within days or even hours of an announcement. Given that the design philosophy of the Grid includes easy remote access to resources, and that Grid projects are already high profile, security becomes a key issue requiring expert attention. This will (e.g.) involve monitoring sources of security warnings (e.g. “CERT” mailing lists) and liasing with computer security teams (e.g. JANET-CERT, the CERT group at Manchester Computing, etc) and then rapidly providing “fixes” and expert advice to Testbed participants.

Existing activities in this area

Manchester have worked on supporting Testbeds and Prototypes during the last year by providing the UK HEP distribution packaging Globus and related software in a form suitable for use by site administrators. We also operate the UK HEP Grid website, providing access to documentation for Testbed sites, and put tools in place to allow collaborative maintenance of the site by members of other institutes. We have maintained direct links with the Globus Project, including visiting the Argonne Laboratory as part of the EU DataGrid delegation, and have written software products, such as the PAW-G demonstration and the Dynamic Accounts mechanism, which rely on knowledge of internals of the Globus Toolkit. Additionally, we have been participants in the UK HEP Grid Prototype and EU DataGrid Testbed0 since ‘Day 1’. Concerning security, most of the Testbed sites are heavily dependent on the Linux Operating System – the platform most likely to be attacked. We have been actively developing Linux as a platform for HEP applications since 1996, and have considerable local expertise in maintaining and securing Linux systems. We have also developed a prototype Dynamic Accounts mechanism for Globus, and are collaborating directly with the Globus team (at ANL/ISI), incorporating this functionality into the next release of Globus along with their complementary Community Authorisation Server system.

1.Implementation of Deliverables

In order to ensure that the planned objectives are delivered, the implementation will cover the fol-lowing:

• Write installation recipes and tools tailored to the specific requirements of UK HEP sites partici-pating in both EU DataGrid and other GridPP activities.

• Resolve issues which could lead to conflicting requirements on how Testbed sites are configured, which could otherwise arise from simultaneous participation in EU DataGrid Testbeds, GridPP Prototypes and HEP Experiment grid activities.

• Maintain a good knowledge of the internals of the Globus Toolkit to aid analysing problems as they emerge at Testbed sites.

• Aid in the maintenance of the UK HEP Grid website and mailing lists.

• Provide direct support to local administrators, including visits to other institutes, to help with installation and troubleshooting.

• Actively monitor the security of the software used by Testbed sites and work pro-actively on the way this is handled in the future.

Available support/infrastructure

• Andrew McNab (Rolling grant post, partly de facto displaced to e-science).

• Alessandra Forti (hefce post for Babar JREI, supporting SUNs at different UK sites).

• 50% of the new e-science post already awarded.

• The existing BaBar Grid and farm environment.

• The new Particle Physics e-science lab in Manchester.

CLRC

CLRC will host the prototype Tier-1 centre for the UK and as such will operate large computer farms and storage facilities which will be part of both DataGrid and GridPP testbeds. The occupant of the post will be based with the core team building the prototype Tier-1 centre at RAL and will work closely with existing experts. RAL will work closely with the Liverpool team who have also undertaken commitments to WP4 and with other groups working on testbeds.

Objectives:

The primary objectives are :-

1. to develop the prototype Tier-1 centre, thereby contributing to DataGrid and UK testbeds through integration and testing of new middleware releases

2. to document testbed releases.

Expertise and Infrastructure:

The CSF farm at RAL has been developed over recent years and is a mainstay of computing for the UK particle physics community. It now consists of over 200 CPUs providing resources for many experiments. Underpinning CSF is a wealth of expertise including areas such as systems management (in particular UNIX), local area networking and storage management. 

RAL has been designated as the site for a prototype Tier-1 centre in the UK for the LHC experiments and as such already has available computing and disk resources to enable participation in both DataGrid and UK testbeds. Over the lifetime of the project the prototype will grow to approximately one or two thousand nodes and many terabytes of disk storage, necessitating development of sophisticated and scalable management techniques far beyond that deployed currently in typically HEP computer centres. The robotic DataStore and associated intermediate disk caches are being fully integrated into the grid testbed and together with computer farms will provide the basis of the prototype. RAL provides the Certificate Authority for the UK particle physics grid testbed.

3.4 WP8: HEP Applications – ATLAS (Royal Holloway, 1FTE) (Cambridge, 0.5 FTE)

Royal Holloway, University of London

The data generated by the LHC experiments presents a huge challenge for high energy physics. We must find a way of scaling our computing up by orders of magnitude from present-day capabilities. The Grid is the most promising conceptual way of achieving this and the EU DataGrid project seeks to develop this into a production system. It is vital that the system be exercised by HEP users and to do this we must have sources of physics data. We will develop a Grid-enabled version of the ATLAS fast simulation program, Atlfast, extending the capabilities of the software framework as necessary. This will be deployed for large scale production on the UK and EU testbeds. This is a vital use case for ATLAS software on the Grid including the forthcoming mock data challenges which are crucial for fulfilling several LHCC milestones. 

EU-DataGrid deliverables to be covered

D8.2 through D8.4 (WP8) 

Main Objectives

- Develop and test grid-enabled ATLAS fast simulation within the Athena framework, grid-enabling the framework as necessary

- Develop ATLAS fast simulation as pre-filter for full simulation

- Produce data for the ATLAS Mock Data Challenges and the ATLAS trigger TDR using the Grid testbed

- Produce a report on the performance of the testbed for this task and recommend suitable programming and data models for efficient use of the Grid by ATLAS

How the deliverables will be implemented

This work will build upon our current work on the C++ version ATLAS fast simulation program, Atlfast, which has been released as a production version. This work has been done in close collaboration with UCL and we would like to see this collaboration strengthened by additional resources at both RHUL and UCL. Atlfast is an important use case for Athena, the ATLAS software framework, and for the ATLAS use of the Grid. Its output objects are being used as the data source for tests of persistency solutions including Objectivity and Root. The design of these output objects is also a vital use case for the design of the physics analysis interfaces that users will see. Atlfast is currently the only Athena application capable of providing large samples of events as C++ objects for physics studies and is therefore a vital data source for exercising the Grid prototype. Furthermore, it is vital to be use Atlfast as a pre-filter and cross-check for the time consuming full simulation, as was done for previous large-scale production using the old FORTRAN suite of software.

We will build upon the Atlfast/Athena platform to develop a Grid-enabled version capable of efficiently generating, filtering and storing events in a distributed manner. Many of the problems faced by full simulation generation can be more conveniently investigated in the first instance using fast simulation. The performance of alternative programming and event data models will be investigated using the grid testbed and simulations. The results of these studies will be fed back into the design of the framework. Large data samples will be generated for the ATLAS mock data challenges, crucial for ATLAS to meet several LHCC milestones, and the performance of the testbed for this application will be evaluated and fed back to the other work packages. This work will be done by the WP6 person in collaboration with those developing the WP8 software. The WP6 person will also integrate our new hardware into the testbed (see below) and collaborate in the development and extension of the UK and EU testbeds.

Local support and infrastructure
This work will be done at Royal Holloway, working principally with Hywel Phillips (who has been very active in developing the Atlfast/Athena program), Simon George (who leads the ATLAS trigger physics performance group which is also developing Athena applications) and Elena Brambilla (who is developing the Atlfast/Athena program, concentrating on improving the physics content of the software). 

Local hardware support initially consists of our Linux PC cluster, shortly to be supplemented by an 80 processor farm which will eventually be devoted to BaBar Monte Carlo generation but which will be available for testing in the short term. Next year we will purchase a second PC farm for general e-Science use (funding for this via SRIF is agreed in principle) and are participants in the London e-Science consortium which will give access to the full London Tier-2 prototype for run #2 in the final year of the project. The 0.5 FTE in WP6 will co-ordinate the commissioning of these new resources and integrate them into the testbed.

Collaboration

We will work in a coherent collaboration with Cambridge (who are concentrating on the development of the Herwig++ generator which will be one of the data sources for Atlfast, and who will work with on the grid-enablement of the ATLAS framework) and with Sheffield (who are concentrating on the data storage aspects in preparation for the MDCs) as well as continuing our development of Atlfast with UCL. The proposals put forward by Cambridge, Sheffield and RHUL/UCL form a coherent plan to support the ATLAS Mock Data Challenges.

Cambridge

The data from the LHC experiments presents an unprecedented challenge in terms of data volume and rate. The data processing needs will be met by using GRID technology to distribute the computing task worldwide, giving users transparent access to available CPU and data storage. The DataGrid Work Package 8 aims to provide a testbed for this system, using real HEP applications and real data. The Cambridge HEP group is involved in setting up and testing the analysis software of ATLAS. We bid for a post within WP8 to implement the interfaces between the GAUDI kernel of the GRID common services, and to support the ATLAS mock data challenges, which will test the system.

Main Objectives

The major objectives of the GAUDI work are:

- to implement the interfaces between GAUDI and the GRID common

services, in a way driven by the experimental requirements of ATLAS;

- to support experimental testbeds using GAUDI;

- to support the ATLAS MDCs.

The objective of the ATLAS MDC work is to make a significant contribution to the Datagrid milestone of processing 100 million events in 2003, using ATHENA.  The event samples will be generated at all available centres and the joint sample analysed at different sites.  We would aim to put in place the capability to process 10M events in Cambridge.

Half a post would be allocated to work on GAUDI within ATHENA.

The GAUDI framework is the interface between the GRID middleware and the HEP applications. As such it is an essential prerequisite for successfully running real applications in a GRID environment. The GAUDI architecture is used by both ATLAS (ATHENA) and LHCb, and includes an experiment-non-specific kernel. We are experienced in the use of GAUDI which is increasingly linked to our other software work.

We have recently been able to put in place a strong effort in the HEP applications area. Mr Christopher Lester has been awarded a PPARC post-doctoral fellowship from October, to work on the ATLAS MDCs. He is also an experienced C++ programmer and has made extensive use of the ATLAS code from event simulation to data analysis. He is responsible for implementing the SCT geometry in AGDD and digitisation algorithms for the SCT barrel in C++.  The next step in the latter work is to embed the geometry code into ATHENA, which ultimately will require access to distributed databases. Our theory group has appointed Dr Stefan Gieseke from October to work on HERWIG++, the C++ version of the HERWIG event generator. HERWIG++ will be interfaced to the event generation services provided by GAUDI. The theoretical and experimental groups work closely together in the Cambridge SUSY working  group, and members of that group will participate in the ATLAS MDCs. A programme of work is being developed with the ATLAS Software and Physics Coordinators. 

The major objectives of the GAUDI work are:

- to implement the interfaces between GAUDI and the GRID common services, in a way driven by the experimental requirements of ATLAS;

- to support experimental testbeds using GAUDI;

- to support the expermental MDCs.

3.5 WP8: HEP Applications – CMS (IC, 1 FTE)

Major efforts in CMS over the past two years have resulted in a well-defined computing architecture built around a true object-based data model. The initial implementation of this architecture is already in use on a day-to-day basis by CMS physicists. In parallel, we have carried out a series of increasingly large-scale Monte Carlo data production, reconstruction and analysis exercises; the latest of these was at the 10 TByte-scale, and incorporated seven production centres on three continents. These efforts are driven by the need to provide the large and detailed event samples required by the physics and reconstruction working groups, but also allow us to test the scalability of our computing architecture in a realistic way.

The CMS computing approach was designed from the ground up to support a worldwide distributed analysis effort. As such, it is possible for us to exploit Grid technologies in a rather natural way, and CMS collaboration members are making leading contributions in both the EU DataGrid and Griphyn projects; for instance, the GDMP Grid data replication tool developed within CMS is forming a focus of activity in the Data Management work package of the DataGrid. A CMS Grid task force has recently been formed, with the goal of providing coherent input to worldwide Grid middleware development, and enabling the rapid deployment of the tools developed. For instance, we hope to make significant use of the DataGrid PM9 software deliverables in our autumn simulation programme. An increased UK contribution to this area of the CMS software project would be especially timely, and highly beneficial to CMS, the CMSUK collaboration and the GridPP project.

CMS computing in the UK has so far been led by Bristol University, making extensive use of central computing facilities at RAL. In the Autumn 2000 production effort, the UK provided around 1.5 TByte of simulated events, around 20% of the total; this contribution is roughly commensurate with our responsibilities as a Tier-1 centre host. However, limited hardware resources and, in particular, limited manpower, restricted us to producing undigitised events, which required further processing at CERN. There is clearly scope for an enhanced UK effort in this area, leveraging the expertise that already exists. A good understanding of the scalability of our approach will also be essential for the development of the prototype Tier-1 and the UK Grid, and the practical benefits of a Grid-like architecture are already becoming apparent at this early stage.

The programme of work undertaken by CMSUK WP8 personnel would encompass the further integration of Grid technologies into the CMS software architecture. Initially, the emphasis will be on the deployment of the full CMS production and analysis system at all CMSUK institutes and at RAL central facilities. This will enable an enhanced UK contribution to the Autumn 2001 production, making extensive use of Grid tools, and also provide the backbone of a distributed analysis Grid in the UK for immediate use by CMS physicists in the effort towards our forthcoming trigger, computing and physics TDRs. Over the coming three years, the expertise built up by CMSUK personnel will enable us to fully contribute to the development of new Grid-enabled CMS software, and consolidate our position as a Tier‑1 host, and as a leading partner in the LHC physics analysis effort post-2005.

3.6 WP8: HEP Applications – LHCb (Oxford, 1 FTE)

LHCb are developing an object orientated software environment known as Gaudi. This framework is intended to apply to all event data processing applications including trigger, simulation, reconstruction and user analysis. To meet these goals, Gaudi has been designed to be easily customisable to different tasks and to allow for the possibility to incorporate components from other frameworks. One particular framework that it will be important to interface with is the Grid, which will provide the necessary coordinated resource sharing in a dynamic and multi-institutional environment in the LHC era. Although Gaudi has been developed in the context of the LHCb experiment, it is experiment independent, as is illustrated by the fact that it has been adopted by other experiments e.g. ATLAS (ATHENA), HARP (Gaudino), GLAST and OPERA. A fundamental requirement of any Grid-based system is the ability to query and access large amounts of distributed scientific data. Using the Gaudi framework, essential services will not only be implemented for LHCb, but will also provide an extremely powerful tool for the exploration of e-science.

A major feature of the design of Gaudi is the philosophy that a physics algorithm should not act on data objects stored in a persistent data store but instead use transient data. This requires that there is a set of services that populate the transient data store from persistent data store and vice versa. In addition, it is envisaged that there will be a number of components dedicated to data selection. This will, for example, provide the functionality to the end-user physicist to select particular events or even permit which objects in a datastore are to be processed by the set of algorithms that constitute the event processing application. 

LHCb Monte Carlo production is already distributed around various regional computing centres used by the collaboration. The LHCb reconstruction program, BRUNEL, uses the Gaudi framework and a new simulation program based on Gaudi and GEANT4 is under development. The UK, in particular the Liverpool MAP facility and the RAL NT and Linux farms, has contributed heavily towards the production of the large simulation samples generated for the detector optimisation studies. As part of LHCb’s commitment to the DataGrid HEP applications (WP8) a program of work was outlined that delivered Monte Carlo production over the Grid. 

LHCb UK is proposing a challenging programme, which has been developed in conjunction with the central LHCb computing group. We believe that to fully carry out the programme 2 FTE’s would be required over the 3 years of the EU DataGrid, with 1 FTE working in each of 2 categories listed below. The proposed programme of work has been prioritised and this is reflected in the order of discussion that follows. LHCb UK is in a strong position to exploit the available posts through our prominent representation in WP8. The UK groups are already playing a leading role through the interfacing of the LHCb Monte Carlo production to the Grid using the Globus toolkit. In addition, the UK has initiated discussion and preparing a first proposal for the LHCb analysis model. The programme described here is a natural extension of our on-going activities and would take advantage of the future UK investment in hardware resources. This programme of work will be beneficial, not just to the 8 UK groups involved in LHCb but also to the collaboration as a whole.

Gaudi, The Grid & Event Persistency

The event persistency service in Gaudi will deliver data objects from a persistent data store to the transient data store and vice versa. The persistency service collaborates with the event data service to provide the data requested by an algorithm in the case that the data are not yet in the transient datastore. The creation of a transient object implies a conversion of an object located in the persistent world (wherever that may physically be.) It will need to use the Grid services for data location and Grid enabled I/O. The associated converters will need to be adapted to use any Grid service implementation.

This work should be approached only after assessing the needs of LHCb in terms of the design of an analysis model. This model will have to be developed in conjunction with the physics-working group and should study the impact on various persistent storage technologies. Any LHCb specific requirements that may influence the development of the DataGrid architecture would then needed to be addressed through the HEP Applications working group (WP8) of the DataGrid. The services developed can only be properly evaluated in a series of large-scale production tests. Any software development would have to be followed through into the implementation for exploitation and testing of the Grid infrastructure as part of the Mock Data Challenges. 

Tasks and Deliverables

· Evaluate and develop LHCb analysis model and study impact on persistent storage technologies

· Feedback associated LHCb requirements that may influence development of Grid middleware and DataGrid architecture associated with Grid I/O to WP8

· Develop Gaudi services for Grid enabled I/O

· Develop Gaudi services for data location

· Provide software to support storage and legacy data

· Liase closely with UK effort in WP5

· Adapt Gaudi data converters to use any Grid service implementation

· Evaluate performance of associated software development in distributed environment

· Exploitation and testing of development software as part of the Grid infrastructure as part of the Mock Data Challenges

This position would be based at the University of Oxford. Oxford has been heavily involved in the overall co-ordination of LHCb Grid/external computing activities and is also active in the development of the LHCb analysis model. The person would work with F. Harris and I. McArthur, forming a coherent team, in close collaboration with CERN and UK colleagues. F. Harris, in particular, has been extremely active in WP8, representing the interests of LHCb. The close proximity of RAL is an important factor, in particular for easy access to the key RAL staff involved in Grid software, both applications and middleware. It is envisaged that there would be a close working relationship with G. Patrick from RAL PPD. He has been very active in the LHCb Grid activities and is one of the leading protagonists in the development of the LHCb analysis model. His proximity would further enhance the above programme and open avenues of communication with the RAL DataGrid effort. This post would fully exploit the wealth of experience on the LHCb computing philosophy that exists amongst the 3 named individuals.

The post would be devoted to LHCb work and not shared with other experiments. There would however be liaison at the overall project level with equivalent work in other experiments, which use variants of Gaudi. This reflects the overall co-ordination of the Gaudi project at CERN by LHCb. Oxford are users of Athena(Atlas) and Gaudino(HARP), in addition to Gaudi. 

This is regarded as an essential part of the experiment’s UK computing activity and represents the minimum core level of LHCb Grid activity agreed by all 8 UK institutes. In the scenario of a reduced contingent of FTEs being made available to LHCb UK, only a diminished part of the outlined work could be completed. Whilst a valuable contribution would still be possible, the full programme forms a coherent and complementary approach which would maximise the deliverable return.

4. Conclusions

After reviewing all internal tenders, the following recommendations for funding, to meet the deliverables of the EU DataGrid project, are made:

· 0.5 FTE WP2 – Glasgow

· 1.0 FTE WP3 – QMUL 

· 1.0 FTE WP5 – CLRC

· 1.0 FTE WP6 – Manchester

· 1.0 FTE WP6 – CLRC

· 1.0 FTE WP8 – Oxford (LHCb)

· 1.0 FTE WP8 – RHUL (ATLAS)

· 1.0 FTE WP8 – IC (CMS)

· 0.5 FTE WP8 – Cambridge (ATLAS)

Total
8.0 FTE

Note that 0.8 FTE in WP3 (monitoring services) will be allocated by the PPARC Director e-science, following consultations.
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