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Status: 01/12/01
This should link to 2 other documents on:

resource management status and 

technical status 



by 5/12/01

First draft with various links for updates – action required by:

All (to provide input to John on required updates – what is missing?)

John (to edit this document to completion by 5/12/01)

Robin (to provide latest recruitment spreadsheet link)

Dave (to provide latest estimates on costs in each of the specified areas)

Steve (to provide a web page with links to all three documents [Project Management Status, Resource Management Status and Technical Status]) and contact oversight committee with location.

1. Management Structure

· The Project Management Board (PMB) was established on 1st Sept. 2001. This is defined as the start date for the project. 

· The relation between the PMB, Collaboration Board (CB), Experiments Board (EB) and Technical Board (TB) is denoted in Fig. 1.

Figure 1: GridPP Management Structure (see http://www.gridpp.ac.uk/about/management.html)
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The Project Management Board membership is: 

Project Leader
Tony Doyle

Deputy Project Leader
John Gordon

Chair of Collaboration Board
Steve Lloyd

Chair of Technical Board
Peter Clarke

Chair of Experiments Board
Nick Brook

Deputy Chair of EB
Roger Barlow

Resource Manager
Dave Britton

DataGrid UK Project Leader
Robin Middleton

CERN Liaison
Les Robertson

PPARC e-Science Director
Neil Geddes

· The roles of all members of the PMB can be reached via the hyperlinks in this document. The structure of this document follows the flow of the (Deputy) Project Leader Role. 

2. GridPP Project Management Status

The Project Leader (PL), assisted by the Deputy:

1. Establishes and maintains the Project Management Board.

· The PMB has recognised that:

· DataGrid recruitment has been a key problem area. The latest status can be found in http://ppewww.ph.gla.ac.uk/~doyle/GridPP/PMB/DataGridrecruitment.xls (update to Robin’s latest, on GridPP web page…). Total cost estimate £2.4m. The cost estimates are based on the latest resource management evaluations (update from Dave reqd.).

· establishing a programme to enable a UK testbed, adopted by the experiments is important to establish as early as possible, consistent with a well-established technical programme. Responses to the tenders defined in http://www.gridpp.ac.uk/cb/doc/GridPP_Tender.doc are currently being assessed by the Peer Review Selection Committee. The results of their assessment should be available prior to the first meeting of the Oversight Committee. Total cost estimate £2.4m.

· establishing a programme at CERN developing many aspects of the middleware is fundamental to the success of the programme. 105 candidates were attracted by the PPARC/CERN advertisement at http://www.pparc.ac.uk/Rs/Fs/Es/GridCERNComp.asp. 29 are being interviewed at Swindon and CERN this week. Total cost estimate of employing 15-20?? staff £x.ym. 

· foundational support of existing staff at RAL in ITD and PPD is essential. Total cost estimate £2.0m.

· establishing a prototype Tier 1/BaBar Tier A centre at RAL is required for the testbed programme. Total cost estimate £2.5m.

· establishing components of a prototype Tier 0 centre at CERN is required for the testbed programme. Total cost estimate £y.xm.

· foundational support of existing staff at RAL in ITD and PPD is essential. This requires iteration with the CB prior to approval? Total cost estimate £2.0m.

· travel for members of GridPP is required. Total cost estimate £0.6m.

· a contingency is required to handle downstream problems = 17m – above -> £0.5m.

2. Chairs the Project Management Meetings.

· The PMB meets weekly via videoconference for 1 hour on Mondays at 1pm to determine actions and report on progress. The PMB also meets approximately monthly for 1-day meetings to determine strategy. Minutes are available online and are distributed to the UKHEPGRID membership (currently 108 members) by e-mail at the end of each week.

3. Organises the Collaboration Meetings.

· The second collaboration meeting was held at the National e-Science Centre in Edinburgh with 50 participants. Details of the programme can be found at http://www.gridpp.ac.uk/activity/
· The focus of this meeting was grid-enablement of the experiments, the status of middleware package development and plans for the roll-out of the DataGrid testbed in the UK. The structure of the meetings will evolve to meet the requirements of a developing programme.

· The next meetings will be held at the Regional e-Science Centres. First at Cambridge (on February 14-15th), then Manchester in May and Imperial College in November. This cycle of 2-day meeting three times per year, with a total budget for all participants of up to £10,000 per meeting is proposed to continue throughout the 3-year lifetime of GridPP.

4. Reports back to the Collaboration Board, summarising the status and establishing goals.

· The CB met on October 23rd and will meet at six-monthly intervals. The reports from the CB chair and PL can be found at http://www.gridpp.ac.uk/cb/.

5. Reports back to PPARC, summarising the status and establishing goals.

· This document and the corresponding documents from the TB chair and Resource manager constitute the proposed reporting mechanism to the Oversight Committee. The goals for the next six months will be developed in consultation with the Oversight Committee.

6. Liaises with the e-Science Centres and ensures participation in the e-Science programmes.

· The membership of the PMB includes member of the Regional e-Science Centres. The PL is a member of the NeSC executive meeting weekly. The location of the Collaboration Meetings aims to re-inforce these links. Support for six computing science departments to participate in DataGrid will be especially important to the programme (these posts are being monitored to ensure their effectiveness within the overall programme). 

7. Establishes project management reporting mechanisms.

· The PMB reports directly, responding to actions. The technical management of the programme is being established by the TB chair. (link to the TB report).

8. Ensures that the project is managed using appropriate management tools.

· The technical project is being managed using MSProject. (link to the TB report). Resource management is being managed using MSExcel. (link to the Resource Management report). The goal is to integrate this information such that value for money can be established for each of the high level project deliverables. 

9. Ensures that resources are appropriately used to meet project deliverables.

· High level deliverables are being defined in consultation with technical experts. The technical reporting reflects these definitions. The latest version of the High Level Deliverables Document can be found at http://ppewww.ph.gla.ac.uk/~doyle/GridPP/HLD3.doc. (update link to final version from John on GridPP web page).

10. Ensures that GridPP deliverables are defined and met. 

· Progress on technical deliverables will be reported to the PMB at 3-monthly intervals. Recommendations from the Technical Board will be assessed and actions taken where intervention is required. We will report more fully on this item at the next Oversight Committee Meeting.

11. Identifies and builds upon technical strengths in middleware.

· Identified technical strengths were reported at the Collaboration Meeting in various areas (Architecture, R-GMA, Spitfire, LCFG, Information Services, High Performance Networking, WebSite, RPM packaging). Reports from CERN developments will be established, following recruitment into physics data management, networking and communications, internet applications, application development, massive scale data processing, computer security listed in http://lhcgrid.web.cern.ch/LHCgrid/jobs/.

12. Establishes and encourages participation in training/development where required.

· The current programmes run by NeSC e-Science institute see http://www.nesc.ac.uk/esi/index.html#Events and OO training for Particle Physicists http://hepunx.rl.ac.uk/ukheptrain/ (now supported by PPARC e-Science and extended to support astronomers) are perceived as sufficient. Details of all training programmes are circulated via UKHEPGRID.

13. Establishes an identity for GridPP, reflecting the set of GridPP deliverables.

· An identity is being built up over time, building upon existing structures in DataGrid, at CERN and with the UK Particle Physics community. The identity should reflect the High Level Deliverables http://ppewww.ph.gla.ac.uk/~doyle/GridPP/HLD3.doc, following input from all GridPP members.

14. Ensures that GridPP is visible externally and is recognised as a flagship project.

· An early aim was to establish a working central Web Site at http://www.gridpp.ac.uk/. The management/design of these pages is being led by the CB chair, as the first point of contact for GridPP. The technical implementation is itself innovative using the GridSite package to enable individuals belonging to the Project using their Globus certificates. The package has been adopted by the EU DataGrid to main web pages on their testbed site.

15. Monitors external developments in order to recognise overlapping solutions and encourage standards.

· Initial investigations of e.g. SAM, supported at Fermilab suggest that elements of DataGrid technology can be adopted there. Placement of staff on the SAM project will enable overlapping solutions to be identified naturally within the project technical management.

16. Determines a long-term strategy (beyond 3 years).

· Initial focus has been on short-term startup. 

17. Identifies additional funding possibilities and initiates funding proposals.

· Funding opportunities exist in the EU for security research as an extension to DataGrid. These require further investigation.

18. Responds to the requirements of all those who contribute to GridPP R&D. 

19. Engenders a pioneering spirit.

20. Facilitates recognition of individual contributions to the project.

· At the moment via identification at Collaboration meetings. Further engagement in e.g. GGF is required to ensure that outstanding younger recruits are recognised externally.
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