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1. GridPP High Level Deliverables

First draft – purpose is to enable technical development to be transparently visible at PPARC management level in terms of working areas. These should naturally match the scope/organisation of the project. It should be one (or two) page(s) long and summarise what we’ll deliver, matched to how we report back technical progress. Sections 1.1, 1.3 and 1.4 are optional, but may be useful?

Networking/Mass storage sentence(s) should be updated along with any others, consistent with a single sentence summary.

Timescale for comments/updates = Friday 5pm, with circulation to PMB on Monday morning.

1.1 Context

GridPP is a three year co-development programme with CERN and the EU DataGrid project. GridPP will deliver the Grid software (middleware) and hardware infrastructure to enable the testing of a prototype of the Grid for the LHC of significant scale. The GridPP project is designed to integrate with the existing Particle Physics programme within the UK, thus enabling early deployment and full testing of Grid technology and efficient use of limited resources. The project will disseminate the GridPP deliverables in the multi-disciplinary e-science environment and will seek to build collaborations with emerging non-PPARC Grid activities both nationally and internationally.

The Grid for Particle Physics (GridPP) has as its objective the efficient delivery of necessary the Information Communication Technology (ICT) infrastructure for our future experimental programme. This objective will be met by:
· Co-ordinating the incremental development of the GridPP across the whole UK Particle Physics.

· Exploiting existing resources (staff, software and hardware) to the maximum practical extent.

· Recognising the essential global nature of the Grid development and integrating with the existing European DataGrid project.

· Creating a joint programme of development with CERN.

· Forming strategic partnerships with established Grid “leaders” such as the US GriPhyN project and the Globus organisation.

· Establishing reciprocal relationships with the UK e-science programme and industry, hence benefiting from generic Grid developments.

· Ensuring a key UK role in the establishment of Grid protocols/standards through active participation in their development.

1.2 High Level Deliverables

Constraint is 1 sentence per technical working group (examples, for discussion, noted below….) which should mean something to each of the other groups and to an external body. Each area must have a person (or group) with responsibility for that deliverable.

1. Grid Architecture: documentation of the DataGrid architecture and comparisons with other solutions.

2. Security: development of authentication using certificates, management of local authorisation, standard interfaces to underlying authentication and implementation of a structure of trusted authorities. 

3. Workload Management: development of a uniform job description language, integration into existing schedulers and optimisation.

4. Data Management: metadata services enabling data replication and synchronisation, data caching and optimisation. 

5. Grid Monitoring: publication of information services and monitoring of static and dynamic metrics to enable resource allocation. 

6. Fabric Management: automated installation of Grid software on multiple sites enabling rapid deployment of components.

7. Mass Storage: standard interfaces to various data storage solutions.

8. Integration TestBed: implementation, deployment and monitoring of resources to experiments within the GridPP testbed.

9. Network Services: testing of networking services for bulk data transfer, development of monitoring techniques and dissemination of appropriate networking solutions.

10. Central Services: development and support of a Tier-A/Prototype Tier-1 centre and a leading role in establishing the GridPP testbed.

11. HEP Applications: each application will implement a distributed computing environment using Grid tools.

12. ATLAS: development of a common Grid interface with LHCb and an automatic installation system on multiple sites.

13. BaBar: demonstrator for initial deployment of distributed data sets.

14. CDF: development of a Grid interface with D0 and a data management/resource discovery framework.

15. CMS: development of an experiment-specific monitoring system and a Monte Carlo/analysis framework.

16. D0: development of a Grid interface with CDF and a Monte Carlo production system.

17. LHCb: development of a common Grid interface with ATLAS and a Monte Carlo production system on multiple sites.

18. UKQCD: a data storage and retrieval system.

19. Other: ?

20. Dissemination: to raise awareness of Grid possibilities and Grid technologies, work within the UK core e-Science structures and liaise with other projects. 

21. Training: to ensure that all those participating in GridPP development are trained using OO-based programming techniques. 

1.3 HEP Applications Annual Deliverables

Year 1 Deliverables

· Integrate data management systems into existing facilities e.g. mass storage facilities.

· Assess technological and sociological needs of analyses across Grid.

· Define data models for analysis.

· Develop tools to allow bulk data transfer.

· Assess and/or implement meta-data definitions.

· Develop close working relationships across multi-Tier structure and across countries.

· Integrate Monte Carlo production tools.

· Provide experimental software installation kits.

· Take part in Data Challenges.

· Feedback assessment of middleware tools.

Year 2 Deliverables

· Further develop and integrate specialised Monte Carlo production tools.

· First release of analysis software for Grid environment.

· Refine meta-databases.

· Test analysis environment.

· Further develop bulk data transfer tools.

· Further integration of mass storage facilities.

· Assess needs and requirements for conditions databases.

· Upgrade experimental software installation kits.

· Take part in Data Challenges.

· Feedback assessment of middleware tools.

Year 3 Deliverables

· Final reports on implementation of Grid technology.

1.4 CERN and GridPP

It is proposed to use prototypes as the major deliverables. The outline definitions of each of these prototypes is summarised in Table 1. The detailed definitions will be defined in collaboration with CERN and will be used as a template for other non-LHC experiments. It is expected that the full GridPP prototype definitions will be agreed during 2001. 

Table 1: Major Deliverables of the GridPP Project.

Deliverable
Date
Goals

Prototype I
Mar 2002
Performance and scalability testing of components of the computing fabric (clusters, disk storage, mass storage system, system installation, system monitoring) using straightforward physics applications. Testing of the job scheduling and data replication software from the first DataGrid release.

Prototype II
Mar 2003
Prototyping of the integrated local computing fabric, with emphasis on scaling, reliability and resilience to errors. Performance testing of LHC applications. Distributed HEP and other science application models using the second DataGrid release.

Prototype III
Mar 2004
Full scale testing of the LHC computing model with fabric management and Grid management software for Tier-0 and Tier-1 centres, with some Tier-2 components. This is the prototype system that will be used to define the parameters for the acquisition of the initial LHC production system. This will use the software from the final DataGrid release.
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