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Introduction

This report summarises the status of the project, as perceived by the Project Management Board (PMB). We highlight management issues which have arisen following the previous Oversight Committee (OC) Meeting on 14th December 2001. We attempt to address the concerns expressed by the OC and respond to the points noted in the draft minutes from the previous meeting. 

Management Structure

The PMB meets weekly via videoconference for 1 hour on Mondays at 1pm to determine actions and report on progress. The PMB also meets approximately monthly for 1-day meetings to determine strategy. Minutes are available online and are distributed to the UKHEPGRID membership (this membership grew from 108 to 125 members during the past 5 months) by e-mail at the end of each week.

The PMB has now met on 32 occasions, to develop ideas and report on progress, whilst addressing the many issues arising in the context of a project with many dimensions and external dependencies. 

It is difficult to encapsulate the process in the form of minutes (which simply summarise the actions), but the process is noted here as:

· Analysis presented by any member of the management board or tabled by any member of the project in the form of a short e-mail/document. The various issues affecting any ultimate decision are discussed openly. 

· This enables Goals to be set either as "opportunities" or "problems". 

· We search for Ideas, which are either "conventional", defined by the GridPP proposal, its addendum or previous actions, or "unconventional" needing further discussion. 

· At the Selection stage, ideas are examined for weakness and solutions are discarded or adopted.

· Those adopted call for Action, in which the accepted decision is noted in the minutes and subsequently implemented by member(s) of the PMB. The actions are communicated to all members of GridPP, who may consequentially respond to actions generated at the PMB, via the Technical Board (TB) and Experiments Board (EB). 

Ideas are also generated via e-mail, with more formal input documents submitted electronically and discussed and/or approved, as appropriate. Documents are incorporated into a review process to establish or enact policy. Examples of such (typically one page) documents are included in the appendices to this Status Report.

The formal mechanisms, which have been adopted by the TB and EB, are described in the document “Technical Project Management – Instruments and Procedures” [TB-01-???]. This document is being adopted as a reference text for managing the technical developments within GridPP. 

Any actions judged to merit the involvement of the Collaboration Board (CB) are, additionally, communicated directly to them via its Chair.
This process is the “robust management structure… with clear lines of responsibility enabling all institutes to collaborate to maximum effect” described in the proposal.

In the GridPP proposal, the major deliverables for each aspect of the project were defined by annual time-scales. The process of translating the commitments of the UK to various EDG and Experiments software packages is monitored via the Gantt chart, submitted to the Oversight Committee. The goals are defined in discussions between the TB Chair and the (collaboration of) developers, consistent with the management lines of the Work Package Managers or the Experiments Board Representatives

Barbara Scott, a part-time admin assistant, started on 22nd April and is now responsible for preparing the minutes. The PMB membership structure has been updated in one respect, envisaged at an early stage, where Tony Cass has replaced Les Robertson (LHC Computing Grid Project Leader) as CERN Liaision. The status of the LHC Computing Grid (LCG) project is summarised in PMB-05-LCG, written by the CERN liaison. 

Grid

Here we discuss issues associated with the premise that Grids will be the solution to the distributed computing requirements of particle physics.

Our participation in the extended structures emanating from GGF enable potential risks associated to single monolithic solutions to be reduced and a best-of-breed approach to be adopted across Particle Physics, which can be extended to other scientific areas. Our understanding of the requirements of OGSA (e.g. for information services and grid data management), combined with a willingness to implement solutions which will be generally applicable mean that we are well placed to implement this high-level architecture based on future releases of Globus, planned for September 2002. 

The support of Globus by IBM (and others) and its development in directions beyond scientific applications indicates that Grid technology will be pervasive. The emerging Web Services Architecture Requirements from W3C places emphasis on Web interfaces and the adoption of XML. This is seen as a natural development in providing interfaces to EDG midlleware. UML is being used to develop the EDG architecture. This appears to be the emerging standard. Existing interfaces starting from IDL and CORBA, such as those used for SAM, may require adaptation. The adoption of linux is almost universal, with very little effort expended on other platforms: this may be perceived as a risk. The implementation in terms of the adoption of higher-level languages is not prescribed although Java is widely adopted for the middleware and C++ is almost universal for the experiments’ code development. The emergence of mono, as an Open Source implementation of the .NET Development Framework may provide an alternative programming environment in the future. At the moment, interoperation is via a combination of C, C++ and Java APIs.

1. Scale

Here we discuss various issues associated with the scale of the overall project. 

It is worth emphasising that LCG is the proposed mechanism by which the EDG testbed at CERN becomes an LCG Grid Service. The evolution of the EDG testbed to the LCG Grid Service will take account of both EDG and US grid technology. We contribute to these developments and are responsible for establishing a large-scale Grid resource, consistent with the LCG timeline, within the UK.

The operational stability of GridPP middleware is being established by the Testbed team within the UK (a team of four from Manchester, RAL, IC and Bristol). It is recognised that such a team is sufficient to ensure the release of “Testbed” quality EDG software, by providing documentation and a lead for other system managers in terms of implementation on the pre-defined software cycle releases. This issue is discussed in TB-02-??.

Establishing a programme to enable a UK testbed, adopted by the experiments, is important to establish as early as possible. This yields early Grids which are experiment-specific. The development of a more general GridPP testbed is being performed in parallel, in order to test deployment aspects of the middleware and form a basis for a well-established technical programme. 

Implementation of the grid is now a line in the Gantt chart, in particular WP6 “Test-bed and Integration” has a pre-defined cycle of two-monthly releases to implement and test, prior to release to other system managers. This is noted as a line in the Gantt Chart which is communicated to TB and EB members via the TB chair and is accessible to all GridPP members via the TB web page.

Establishing a large-scale prototype Tier 1/BaBar Tier A centre at RAL is required for the testbed programme, to quickly develop towards production service capacity for the LCG and to provide facilities for existing experiments. The first tender resulted in the delivery of 50Tbytes of disk and 156 dual 1.4 GHz Pentium III CPUs using funds allocated in the project plan in March 2002. It is planned that two similar purchases will be made with delivery in April 2003 and April 2004. The deployment of the Tier 1/A centre and its role in the rollout plan is discussed in TB-02-??.

Establishing components of a prototype Tier 0 centre at CERN is required for the testbed programme. The total cost estimate is fixed at £1.2m, however it is recognised that there are difficulties in funding hardware at CERN currently. Nothing has been purchased with PPARC funds to date although £300k was initially allocated for 2001/2002. We envisage that £300k for 2002/2003 will contribute towards the purchase of tape drives and robotics later this calendar year.

2. Integration

Here we discuss issues associated with integration within the existing UK programme and problems associated with the approved funding of £17m, compared to the request in the original proposal.

Foundational support of existing CLRC staff in ITD and PPD is essential to the project. The process of incorporating this effort was completed via discussions of the PMB with senior CLRC members in January 2002 and subsequently approved by the CB. Job descriptions were submitted (see appendix 1). Staff were allocated to agreed TB reporting lines (now incorporated in the TB quarterly reporting mechanism). The costs were absorbed into the Resource Management Project Plan. These costs absorbed the previously allocated contingency. There were consequently no unassigned funds from the total of £17m allocated. This was the subject of an explanatory letter sent to Particle Physics members of the Science Committee (see appendix 2). 

The plans for supporting funded University groups to run GridPP software in the UK have been communicated via the system managers group, SYSMAN. It is however recognised that the manpower resources associated with running prototype Tier-2 Centres cannot be found from within current support. This is exacerbated by the reduced grant support, potentially placing existing SYSMAN posts at risk. 

The Tier-2 Centre concept is currently being discussed within the LCG project. The aim of an SC2 sub-group (RTAG) is to “identify the work to refine the computing model three years after MONARC and two years after the Hoffmann review with the experience of several data challenges. In view of the new LHC persistency model and the recent developments in Grid computing infrastructure a revision of the multi-tiered model seems desirable.” We provide input to these discussions via SC2 (with representation via the GridPP Deputy Project Leader [w.r.t. Tier Centres] and Chair of the Experiments Board [w.r.t. LHCb experiment]) and receive plans for implementation discussed via the PEB Grid Deployment Board (with representation via the GridPP Project Leader). 

LCG “grid deployment” needs common agreements on issues including but not limited to:

· Security rules (CA’s, Authorization, Accounting)

· Policies for identifying and sharing resources

· Definition of the services to be provided by Tier-0, Tier-1 and Tier-2 centres

· Plans and schedules for deployment

· Common software environment (LCFG, OS, Grid Services..)

· Operating and reporting standards and procedures

· Support of common infrastructure

These issues are currently at the discussion stage within the LCG PEB.

The outcome of the SC2 RTAG is planned for later in May. Using this input as a starting point, the GridPP PMB will review how to implement the original concept of up to four Tier-2 Regional Centres, to ensure that SRIF and other equipment is properly deployed in support of the project.

We see three priority items for funding within the 3-year period of GridPP and request the Oversight Committee’s view on their appropriateness in terms of relative priority and funding level, prior to making a suitable case to PPARC.

1. The current Project Plan does not incorporate full funding for all CLRC staff through to the end of the 3-year project (Sept 2004) [estimated cost: £195k]. 

2. The original allocation of £17m did not enable funding of Tier-2 Centres. We recognise that this is an essential component of a future GridPP. Early ideas on how this might be possible are given in appendix 3 [estimated cost: £130k]. If we assume a financial mechanism can be found, then an appropriate timescale would be:

Process outline
Timescale

Financial mechanism
Oct 2002

List of basic requirements, based on LCG definitions
Dec 2002

Invitations to bid 
Jan 2003

Cases to be returned
March 2003

Decisions
May 2003

Implementation
Sept 2003

3. “Other Experiments” were unfunded in the assessment of the GridPP Peer Review Selection Committee. This generates problems in reflecting the high-level aim of enabling all particle physics experiments to benefit from Grid technology. The proposal to develop a Web-Based Generic Data Discovery and Transfer Tool was well received. The idea of a single web portal for the use of a set of experiments (ANTARES, MINOS and UKDMC) was, however, perceived as relatively ambitious in December 2001. In the light of the rapid deployment of such tools for other experiments, this task would be possible with a single RA working within an existing team. A mechanism to fund such a post would need to be found relatively quickly [estimated cost: 135k]. 

3. Dissemination

Here we discuss issues associated with engagement with other Grid and e-Science organisations, meetings and training. 

In building relationships with others, it is important to establish a sense of self. An identity is being built up over time, building upon existing structures in DataGrid, at CERN and with the UK Particle Physics community. This was presented externally at the formal opening of NeSC with the theme “From Web to Grid - Building the next IT Revolution”. Three demonstrations were chosen to illustrate activities in each area. A number of posters were produced, all of which are available from the web site.

An early aim was to establish a working central web site at http://www.gridpp.ac.uk/. The management/design of these pages is being led by the CB chair, as the first point of contact for GridPP. The technical implementation is itself innovative using the GridSite to control access and editing to individuals belonging to the Project using their Globus certificates. The package has also been adopted by the EU DataGrid to maintain the web pages on their testbed site. The latest version of the web site has significantly increased content, largely due to the adoption of GridSite with more authors empowered to update pages, which in turn creates more content. GridSite updates including features such as password protected areas for the OC.

GridPP, through the CB Chair has written formally to the directors of all the Regional e-Science Centres, introducing GridPP to them and suggesting that we try and find ways of setting up joint projects and establish local contact points. Replies were received from all e-Science centres and the current situation is summarised in appendix 4.

NeSC, OeSC and LeSC are currently the only e-Science centres with direct participation in EDG. This provides a focus for collaboration between UK Computer Science and GridPP through EDG. Effective collaboration with the five computing science departments to participate in EDG will be especially important to the programme (these posts are being monitored to ensure their effectiveness within the overall programme).

The membership of the PMB includes member of the various e-Science Centres. The location of the Collaboration Meetings aims to re-inforce these links.

The third collaboration meeting was held at the Cambridge e-Science Centre with 50 participants. Details of the programme can be found at http://www.gridpp.ac.uk/gridpp3/. The focus of this meeting was grid-deployment reports from the various testbed centres, the status of middleware package development and the conversion of requirements into implementation plans for the experiments. 

The fourth collaboration meeting was held at the e-Science North West. Details of the programme can be found at http://www.gridpp.ac.uk/gridpp4/. The focus of this meeting was a tutorial on Grid job submission to the GridPP testbed, reports on the status of the grid implementations of the experiments, and plans for the future implementation of a production Grid Service. 

The 5th GridPP Collaboration meeting will be at the London e-Science Centre on the 16th and 17th of September.

The structure of the meetings will evolve to meet the requirements of a developing programme.

Future GridPP Collaboration meetings are currently being discussed with Directors of other e-Science Centres. This cycle of 2-day meeting three times per year, with a total budget for all participants of up to £10,000 per meeting is proposed to continue throughout the 3-year lifetime of GridPP. Problems associated with in-term meetings and potential clashes with other meetings outside term time mean that dates are not yet fixed.

The current training/development programmes run by NeSC e-Science Institute see http://www.nesc.ac.uk/esi/index.html#Events and OO training for Particle Physicists http://hepunx.rl.ac.uk/ukheptrain/ (now supported by PPARC e-Science and extended to support astronomers) are perceived as sufficient. More specific training is being incorporated into the Collaboration Meetings e.g. the tutorial on Grid job submission. Details of all training programmes are circulated via UKHEPGRID.

4. UK Physics Analyses (LHC)

Here we discuss issues related to long-term development of a Grid Service which meets the requirements of the UK Particle Physics community. These issues are currently being discussed by the LCG. The central vision of Grid Service in parallel with Application development matches the aspirations of the physicists who wish to see the Grid as a Service. The LCG project plan is at an early stage of its development, but the early understanding and adoption of Services by UK physicists will be a key test of the success of the adopted Grid approach. 

It was important to establish a programme which enables UK-based physicists to participate in these developments whilst based at CERN. A mechanism for Long Term Attachment has recently been approved which will enable this to happen (see appendix 5).

5. UK Physics Analyses (Other)

Here we discuss issues related to short-term development of Grid services which are experiment-specific, but which meet the requirements of the UK Particle Physics community.

We believe It was right to plan the project through the requirements of the experiments and to work with the experimental groups. This is exemplified by BaBar Grid development which has been rapidly established in the UK using EDG tools, a process which would not have been possible without the prior engagement of the existing collaboration in developing a Grid deployment plan initiated in the context of the last recruitment phase. 

This is also true for other experiments, but there is a danger that there may be resource problems for the existing groups, since e.g. management time of more senior physicists is being absorbed on Grid development, rather than on physics analysis. We believe that this can be handled within the EB which communicate their methods to other experiments and suggest solutions, with the input of the TB. This process is helped by the fact that Grid Integration per se is not necessarily a competitive area for e.g. two experiments competing for the same physics output. The process of engagement of all experiments has been difficult to implement with a reporting mechanism for the assigned posts. This reporting mechanism is now in place, requiring minimal senior management input and has been tested by the LHCb collaboration.

Unsupported “Other” experimental groups gain benefit from GridPP in terms of information on how to e.g. deploy a testbed system (documented on the web and communicated via SYSMAN meetings) or how to submit jobs to the testbed (communicated at the Collaboration Meetings). They remain involved in Grid development as evidenced by the talk of Alex Howard on Experiences of Submitting UKDMC and LISA jobs at the fourth collaboration meeting. However it is recognised that this is difficult, until the significant manpower requirements in establishing an experiment testbed are reduced to a level more appropriate to a service-oriented production facility. 

The approach where the hardware resources from GridPP will be deployed at a single Tier 1/A production centre reduces the short-term risk of not meeting the immediate computing requirements of these experiments. 

6. DataGrid

Here we discuss issues related to the UK’s involvement in DataGrid, the organisational structure used to develop most of the generic middleware.

EU DataGrid (EDG) recruitment had been a key problem area in the UK, as reported in the previous status report. This has now been overcome and all GridPP staff are now (as of April 2002) in post, actively working on the project. The latest status can be found in TB-03-??.

As noted above, the reporting lines for existing staff at CLRC were established at a meeting in January 2002. In general PPD staff report quarterly through the TB against EDG work packages. The total investment in EDG via GridPP is therefore increased by approximately £1.2m to £3.8m (see PMB-04-RESOURCE). This does not account for the further £0.7m allocated to Computing Science departments and additional unaccounted effort in the Universities: the total investment in the UK is therefore more than £4.5m. The scale of funding of this sub-project is close to that of the EU itself.

Given this level of commitment, it was important to establish a Memorandum of Understanding between PPARC, GridPP and EDG, such that staff directly contributing to EDG work packages should report to the appropriate work package manager. This was signed during the LCG startup meeting in March 2001 and is attached as appendix 6.

The emphasis of the project is now turning to the outputs. Identified technical strengths are reported at the GridPP Collaboration Meeting in various areas (Architecture, R-GMA, Spitfire, LCFG, Information Services, High Performance Networking, GridSite, SlashGrid, RPM packaging).

LCG developments will be established, following evaluation of packages developed within EDG and incorporating US-based solutions, as noted in PMB-05-LCG.

The most important criterion for establishing the status of this project was the European Commission review on March 1st 2002. The review report of project IST-2000-25182 DATAGRID is available from PPARC. The covering letter states “As a general conclusion, the reviewers found that the overall performance of the project is good and in some areas beyond expectations.” The reviewers state“The deliverables due for the first review were in general of excellent quality, and all of them were available on time… All deliverables are approved. The project is doing well, exceeding expectations in some areas, and coping successfully with the challenges due to its size. The commitment of most partners is clearly visible from the deliverables and review materials, and should continue.” 

These deliverables can all be found at 

http://eu-datagrid.web.cern.ch/eu-datagrid/Deliverables/default.htm 

Our approach to middleware has focussed on EDG solutions, developed in the context of the Global Grid Forum. This reduces significantly the risks associated with a single country attempting to establish a Worldwide Grid solution. The rapid deployment of a European-wide Grid testbed has reduced the potential for this project itself failing to meet its deliverables. The success of the DataGrid project in meeting all deliverables and surpassing expectations of the committee establishes a good foundation for the next 19 months’ development and is a good basis for future development.

7. LCG

Here we discuss how the LCG project fits into the UK’s deployment plans and how the LCG determines the long-term approach to Grid deployment as a Service. The LCG Programme is outlined in PMB-05-LCG and the current areas of activity are described.

Our leading role in funding the LHC Computing Grid Project has enabled a team to be established at the recognised centre of excellence. This will enable testbeds to be converted to a production service on the timescales defined in PMB-05-LCG.

Establishing a programme at CERN developing many aspects of the middleware is fundamental to the long-term success of the programme. 

The current problem (as with EDG six months earlier) is recruitment. 105 candidates were attracted by the first PPARC/CERN advertisement at http://www.pparc.ac.uk/Rs/Fs/Es/GridCERNComp.asp. 29 were interviewed at Swindon and CERN in December and 12 were offered posts. Of these 9 accepted and 5 are currently in post. A second round of interviews yielded 140 applications. 19 were invited for interview on April 29-30. Up to 11 could be recruited. A third round is anticipated in June 2002 based on a further 70 applications. We anticipate recruiting up to 28 staff.

The interview panel is:

Neil Geddes (PPARC Director e-Science)

Les Robertson (LCG Project Leader)

Tony Doyle (GridPP Project Leader)

Miguel Marquina (LCG Project Officer)

Frank Harris (GridPP EB Member)

Ricarda Betzing (CERN HR)

The interview panel input is balanced by input from a technical board, consisting of various CERN-IT group leaders, who interview selected candidates informally and report on their appropriateness for particular jobs. 

Total cost of CERN staff deployment is estimated at £4.5m. 

8. Interoperabilty

Here we discuss how we integrate with developments from elsewhere in order to ensure the development of a common set of principles, protocols and standards that can support a wide range of applications. Within the Particle Physics community, these ideas are currently encapsulated in the Grid Laboratory Uniform Environment (GLUE). We recommend this as a starting point for the wider deployment of Grids across the Atlantic. See http://www.hicb.org/glue/GLUE-v0.1.doc
Initial investigations of e.g. SAM, supported at Fermilab suggest that elements of EDG technology can be adopted there. Placement of staff on the SAM project will enable overlapping solutions to be identified naturally within the project technical management.

9. Infrastructure

See the rollout plan document [TB-02-???] and Sections 1 and 2.

10. Other Funding

eDIKT (e-Data, Information and Knowledge Transformation) was funded by SHEFC for £2.3m, with Particle Physics as an application area and an assignment of two (of twelve) FTEs in initial planning. Implementation discussions are ongoing with EPCC.

The first call for Framework 6 will be early next year. There is currently a call out for expressions of interest for new networks and integrated projects in particular. A draft document led by David Williams (CERN) “Enabling Grids and e-Science in Europe” plans to extend the current paradigms with CERN at its focus as the European e-Science Centre. We believe this is the right approach. It incorporates the UK’s e-Science agenda, adding a European dimension. It also recognises the central role of CERN and builds upon the recent successes of EDG.

The appropriate balance of funding relevant to GridPP would take the current project plan as input but could extend specific research opportunities e.g. security research, where the UK leads, but resources are currently very limited. 

The EDG Project Management Board meets this month to discuss component parts of EDG2, which may be envisaged as a component part of “Enabling Grids and e-Science in Europe”.

 APPENDIX 1: CLRC/PPD Job descriptions

10 January 2002

D. P. Kelsey

Linda Cornwall (100%)

· Member of DataGrid WP3 on Grid Information and Monitoring Services - in particular the data schema for DataGrid Testbed-1

· Co-ordinating documentation from WP3 for the first Testbed-1 deliverables

· Various documentation reviews, plus work on WP3 architecture report -  deliverable D3.2 

· Editor and major contributor to the Grid Security requirements and Testbed-1 report  deliverable D7.5  of the newly formed  Security group in DataGrid WP7
· Integration of Grid Security Infrastructure into the Relational Grid Monitoring Architecture which is being developed by WP3
· Coordination activities in CLRC PP GRID team; secretary of team meetings; development and maintenance of CLRC PP Grid web pages; agenda for Oxford DataGrid meeting (July 2001)
Steve Fisher (100%)

· Lead DataGrid WP3 workpackage on Grid Information and Monitoring Services

· Member of the DataGrid Project Technical Board (on behalf of WP3)

· Pioneered relational approach to grid information services

· Member of EDG Architecture Task Force for WP3 and chairman of the group

· Active (=submitted papers)  in Global Grid Forum in Architectures, Performance and Grid Information Services Areas

David Kelsey (50% in 01/02)

· Leader of PPD Computing Group. Manage Grid activities of the group.
· Leader and Budget Holder of the Computing “ lines”, including GridPP, in the PPARC SLA
· Leader of CLRC PP GRID team (PPD, eSC, BITD)
· Member of DataGrid WP7 and leader of its Security Coordination Group
· Member of DataGrid WP6 and leader of its Certificate Authorities Group
· Member of DataGrid ATF representing Security
Robin Middleton (100%)

· DataGrid(EDG)-UK leader, DataGrid Project Management Board –UK rep (on behalf of PPARC) and current chairman, member of WP3 on Grid Information and Monitoring Services

· GridPP Project Management Board (liaison with DataGrid) and deputy Technical Board chairman (future work with chairman on technical programme)

· PPD DataGrid Group leader (overseeing activities of the EDG work in PPD and in particular the EDG funded staff)

· Serve on HENP InterGrid Co-ordination Board (EDG+PPDG+GriPhyN+GridPP+…)

Barry Saunders (30%)

· Currently working at 50% FTE level (since July 2001)
· Member of DataGrid WP6 working with Andrew Sansum (eSC) on provision of Testbed1 facilities in CLRC
· Planning, implementation and operation of the provision of prototype Tier 1/ Tier A/EDG Testbed facilities as member of joint eSC/PPD system management team.
Gareth Smith (25%)

· Planned to be 25% activity but currently zero. Work will start when/if Computing Group fills the vacancy created by Chris Brew’s departure. Zero activity compensated by Barry Saunders currently working at 50% level.
· Section leader of all PPD Computing facilities.
· Had originally planned to work with CDF (a non-PPD experiment) on grid-enabling their code, but Chris Brew’s departure stopped this.

· Will play management and technical role in joint eSC/PPD system management team

Regina Tam (100%) (started 7th Jan 02)

· (Funded by GridPP as part of the “unfunded” 15 posts on DataGrid)

· Work on DataGrid WP5 (Mass Storage Integration into the Grid)

Stephen Traylen (100%) (starts 14th Jan 02)

· (Funded by GridPP as part of the “unfunded” 15 posts on DataGrid)

· Work on DataGrid WP6 (Testbed)

APPENDIX 2: Financial Input to SCP4 with respect to GridPP

Dr S. L. Lloyd

Department of Physics, QMUL

Mile End Road

London E1 4NS

Telephone: 020-7882 5057

Fax: 020-8981 9465

E-mail: s.l.lloyd@qmul.ac.uk
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22nd January 2002

Financial Input to SCP4 with respect to GridPP

Dear Jenny,

Following the Town Meeting on January 15th the GridPP Project Management Board felt that it would be useful to provide you with an overview of where GridPP funds are currently committed. As you may know, we were awarded £17m over three years starting in September 2001. At that time, the GridPP project assumed several commitments already made by PPARC (PPC), as follows:

CERN: Direct negotiations between CERN and PPARC had identified the possibility of £10m of e-Science money going to CERN. The GridPP collaboration integrated CERN into the UK-based project on the basis that one third of any award would go to CERN. This, therefore, accounts for £5.7m and is fully committed (jobs are presently being filled).

DataGrid: GridPP took over PPARC’s commitment to the European DataGrid project. This represents £2.6m in staff costs to GridPP and the posts are in place. 

BaBar: Negotiations between PPARC and the BaBar collaboration have agreed on the provision of substantial computing facilities in the UK in return for a reduction in the Common Fund contributions. GridPP has committed £2.5m over three years on Hardware at RAL for BaBar and LHC computing. This generates £0.45m saving this year, and slightly reduced savings in the next two years. The total benefit to the core programme is estimated at approximately £1.1m. The current baseline planning assumes £0.5m.

Scalar Computing: GridPP assumed responsibility for Hardware costs of £0.6m over three years. This is built into the current baseline planning. GridPP assumed gradual responsibility for funding of RAL ITD staff. £0.65m is built into the current baseline planning for this purpose.

RAL Staff: GridPP is now prepared to assume responsibility for existing ITD and PPD staff over the period 1/4/02 to 31/8/04 at a cost of £2.3m.

The following accounts for the remaining £17m award:

Management: £0.5m is committed to Project Management posts;

Operations: £1.0m is committed to travel, training, support, dissemination etc;

New Posts: £2.4m funds new positions that are currently being advertised. It should be noted that the new staff positions are experiment-orientated and may well be filled by people previously working within the core programme.

In summary, of the £17m GridPP award, £8.3m is used to honour PPARC commitments to CERN and DataGrid. Hardware accounts for £2.5m and benefits the core programme at about the level of £1.7m through rebates to the BaBar common fund contribution and savings in the Scalar Computing line. Staff and Operation costs are £6.2m, of which £2.3m directly reduces costs to the core programme. The net benefit to the core programme from GridPP is, therefore, currently estimated at a minimum of £4.0m, of which £2.25m is a saving compared to the current baseline.

Yours sincerely,
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Steve Lloyd, on behalf of the GridPP Project Management Board

APPENDIX 3: Tier-2 Planning

Tier-2 Planning

· In its proposal, GridPP envisaged about 4 Regional Tier-2 Centres. It was assumed  that sufficient hardware would be provided by JIF/JREI/SRIF (and clearly has/will be). GridPP did not propose to build or operate Tier-2 centres.

· It is clear that in the long term, Tier-2 centres will be important in providing 'local' resources and experience and providing a focus for leverage of funds. Hence a prototype UK Grid should include Tier-2 centres.

A possible plan is:

· GridPP wishes to build or have access to Tier-2 centres in the future. Hence, these should be included in large-scale prototype tests. A natural timeframe would be to include prototype Tier-2 centres in the deployment of the Grid in the third year of GridPP. By this time the rollout of EDG software should have become more routine and the new SRIF funded resources should be in place.

· The Tier-2 centres should be a partnership between GridPP, the local university group(s) and the local Core e-Science centre. Since the local university group(s) are providing the hardware resources, GridPP and the local e-Science centre should provide the manpower to establish and operate the centre.

· In order to do this GridPP should bid for additional money from PPARC to fund 4 half posts in 4 Tier-2 centres for the final year. These posts would be awarded to groups or consortia, with sufficient available resoureces, where an additional half post could be provided from the local e-Science centre (or elsewhere). The cost to PPARC would be ~£130K and to each e-Science centre ~£30K.

· The benefits are: GridPP gains access to SRIF funded resources (via e.g. an MoU). The local university group(s) get a one fte to operate their resources and help with installation of Grid (EDG) software and access to GridPP experience (e.g. the Tier-1 people). The local e-Science centre gets access to the SRIF resources for use by other disciplines and to GridPP help and experience in running these resources. The SRIF funded resources are probably available to other disciplines anyway and bringing the e-Science centres on board would make this more coherent.

· In the long run, GridPP would probably want to devote a reasonable amount of new resource into funding Tier-2 centres and this would probably be done by tender. Clearly those sites that participated in the prototype stage would be in a good position to bid. This money would either come from additional e-Science money in the next spending review or from the PP LHC exploitation line.
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GridPP Relations with Core e-Science centres

GridPP, through the Chair of the Collaboration Board has written formally to the directors of all the Regional e-Science Centres, introducing GridPP to them and suggesting that we try and find ways of setting up joint projects and establish local contact points. Replies were received from all e-Science centres and the current situation is summarised below.

NeSC

GridPP has close ties with NeSC. NeSC hosted the second GridPP Collaboration Meeting and a number of GridPP people have attended training courses and other meetings at NeSC. GridPP provided three demonstrators and several personnel at the recent NeSC opening. The GridPP Project Leader sits on the NeSC Board. GridPP will collaborate with NeSC on the eDIKT Project.

Belfast

Replied but the centre is not yet up and running and so contact will be made again once the relevant personnel are appointed.

Cambridge

GridPP has close ties with the Cambridge e-Science centre. CeSC hosted the third GridPP Collaboration Meeting. The CeSC Director is a member of GridPP and sits on the GridPP Experiments Board. CeSC share one post with GridPP. GridPP will collaborate with CeSC on data challenges for the ATLAS Experiment.

Cardiff

Replied but no collaborative projects so far. There are however existing contacts through Queen Mary (Vista) and the GridPP Group at Brunel.

London

There are close contacts with LeSC through HEP Group at Imperial College. There is collaboration between GridPP and LeSC on Multi-user Multi-job Resource Utilisation, and future data challenges for the CMS Experiment. Imperial will host the fifth GridPP Collaboration Meeting.

Manchester

Replied but no collaborative projects so far. Manchester will host the fourth GridPP Collaboration Meeting.

Newcastle

Contact has been made with the North East Regional e-Science Centre and there may be collaboration with the Durham GridPP Group on database projects.

Oxford

There are close ties between GridPP, the Oxford HEP Group and OeSC. The GridPP CB Chair and Project Leader recently visited OeSC. There are currently discussions on the establishment of central Tier-2 centre at Oxford. The Director of OeSC is a particle physicist. Oxford will host the sixth GridPP Collaboration Meeting.

Southampton

Replied but no collaboration as yet. 

APPENDIX 5: LCG Development – Long Term Attachment at CERN

     It has been agreed by the LCG Project Leader (Les Robertson) and PPARC e-Science Director (Neil Geddes) that we develop a GridPP LTA programme at CERN (funded by the CERN component of GridPP).

     This is in recognition of the significant potential for direct UK input to the LCG project and the problems of funding Long Term Attachment (LTA) at CERN in other ways.

     This will enable Grid developments in the UK to be (more) fully integrated with long-term Grid development plans at CERN.

     The proposed mechanism is:

1. submit a short one-page outline of current and proposed work, noting how this work can best be developed within a named team at CERN, by e-mail to the GridPP Project Leader (Tony Doyle) and GridPP CERN Liaison (Tony Cass).

2. This case will be discussed at the following weekly GridPP PMB meeting and outcomes will be communicated as soon as possible by e-mail following that meeting.

Notes

-----

1. The minimum period for LTA is 3 months. It is expected that a work programme will be typically for 6 months (or more).

2. Prior DataGrid and LHC (or other) experiments' Grid work are normally expected.

3. It is worthwhile reading

http://cern.ch/lcg/peb/applications

in order to get an idea of the areas covered, and the emphasis placed, by the LCG project on specific areas (building upon DataGrid and LHC experiments' developments).

4. Please send all enquiries and proposals to:

Tony Doyle <a.doyle@physics.gla.ac.uk> and

Tony CASS <tnt@mail.cern.ch>

APPENDIX 6: EDG MoU




Memorandum

Memorandum of Understanding

Between

EU DataGrid Project

GridPP Collaboration
PPARC

The UK Particle Physics and Astronomy Research Council, as one of the principle contractors for the European DataGrid Project, has committed to providing a total of 178 SM of “unfunded” effort to ensure the success of the EDG project. 

PPARC has funded the GridPP project to deliver these commitments. The GridPP collaboration brings together all UK Particle Physics institutes and members of several experiments to ensure the successful development and deployment of the EDG. Several research council funding mechanisms are used to deliver the resources required to meet the UK commitments:

1) EU funded posts, employed by PPARC and based at CLRC/RAL.

2) Research associate posts in UK universities funded directly by PPARC to work on GridPP. Fifteen of these posts are funded explicitly to work on the EDG deliverables, however, the full GridPP collaboration will ensure that the PPARC commitments to EDG are met. 

3) Effort from 5 Computer Science projects. For convenience these awards are administered by EPSRC although they are funded jointly by EPSRC and PPARC as a part of PPARC’s commitment to EDG. These projects are required to be fully engaged in the EDG work packages and to report to the UK EDG coordinator. In practice this should be done by integrating the reporting into the mechanism already defined for existing work package contributions. The posts (totalling 6 research associates) are intended to bring in valuable computer science expertise to the development of the EDG.

4) E-Science post-graduate students. These students are funded by PPARC to pursue a research programme leading to the awarding of a PhD. In several cases this work is directly relevant to the EDG and, hence, where agreed by the student’s supervisor and the appropriate work package coordinator, the student can work on explicitly on EDG deliverables, with the effort being accounted appropriately.

5) Other GridPP efforts supported by PPARC. Principally UK university staff, often identified at the university as associated with a local organisation through which they are making their contribution to GridPP, e.g. ScotGRID or a specific Particle Physics Experiment (BaBar, CDF, D0 etc.).

In all cases, staff directly contributing to EDG work packages should report to the appropriate work package manager. Within GridPP a UK DataGrid coordinator has been appointed to ensure that these commitments are met.
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