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Staffing requirements for the CERN component

of the LHC Computing Grid Project

This note summarises the preliminary planning figures for the human resources required for the CERN component of the LHC Computing Grid Project. The planning is largely based on the requirements documented in the Report of the LHC Computing Review. In this plan it is assumed that significant components required by the project will be implemented in collaboration with other institutes, national grid projects and industrial organisations. The planning numbers will of course be revised as more detailed requirements emerge from the SC2 committee, as collaborative agreements are put in place with other institutes, and as detailed planning of the project proceeds.
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recruitment plan

Human Resources required by the LHC Computing Grid Project 


The work of the LHC Computing Grid Project at CERN will be undertaken by the teams responsible for the long-term planning, development and operation of the physics computing services. The personnel funded by special contributions will work at CERN as members of these teams, taking part in the full range of their team’s work. This will ensure that the maximum advantage can be taken of the differing levels of experience of the team members (CERN staff and staff funded by the project) in both the development activities and in staff training. Table1 gives the target staffing level for 2002 for each team, and the resources required for support of the general computing infrastructure for the LHC experiments. About two thirds of the total resources will be funded by CERN, with the remaining third funded through special contributions to the project.

Brief descriptions of the activities of the teams are provided in the appendix. The numbers have been adjusted relative to those in CERN/FC/2379 by moving the missing staff resources for 2001 into later years of phase 1 of the project. Note that the line entitled Total Project Development Activities includes all of the human resources referred to in Table 2 of CERN/FC/2379 (both for services required at CERN and the contribution to interfacing the experiments’ core software to the common infrastructure). 

A number of existing CERN staff members with experience in physics computing and with potential for management are currently deployed in infrastructure support. On the other hand, some candidates for staff funded through special contributions may be interested in gaining valuable experience by working in support of CERN’s rather large and complex infrastructure. In such cases, CERN management could arrange for re-deployment of CERN staff in order to achieve optimal use of skills and experience.

 It should be noted that in several cases the work of the teams will be performed in close collaboration with similar activities in other “grid” projects, in particular the EU DataGrid project and national grid activities within the member states and elsewhere. The resources specified cover only the CERN contribution in these areas.

The additional staff funded through special contributions will represent a substantial fraction of the total human resources available to the project and therefore it is important that they have a broad variety of skills, experience and interests. About 20% should be able to take on management positions, at least at the “section leader” level. The numbers given assume computing engineers with some experience, staying at CERN for a minimum of two years. Doctoral students would normally be considered as contributing at the level of 50% because of the supervision required and the time needed to prepare their theses. Inexperienced engineers, with less than two years work experience, will require initial training and extra supervision and should be considered as contributing at the level of 85%. On the other hand senior engineers with 5 years or more experience would be counted at the level of 120%.

Appendix A – Descriptions of the activities of the teams

Fabric Planning and Management

The fabric includes the hardware and basic software required for the operation of the local computing fabric - the processors, storage devices, the local area and storage networks, operating system installation and maintenance, file systems, monitoring consoles etc. Developments are required to scale up the size and capacity of today’s fabrics to handle the very large number of components (tens of thousands) that will be needed, while minimising the operational costs. This requires the development of management and maintenance facilities with a level of automation not available today. This is needed in areas such as system installation and maintenance, system partitioning, dynamic re-configuration, monitoring, fault isolation and repair, etc.. Part of this work is at present being carried out in the framework of the EU DataGrid project, in which CERN leads the fabric management workpackage, responsible for the development of the middleware necessary for the integration of computing fabrics within the Grid environment. The team also operates current services, including the evolving LHC testbed, in addition to developing the future management systems. The basic systems administration is performed by a contractor, the CERN team being responsible for planning, service management and development.

Physics Data Storage

The team responsible for physics data storage provides support for file services on secondary (disk) and tertiary (magnetic tape) storage. The disk file systems have been implemented using industrial standards and products. However, the scale and performance requirements of the mass storage system are not met even for current experiments by industrial products. As a consequence, High Energy Physics has had to develop special purpose mass storage management systems. CERN has recently completed the initial implementation of a new system called Castor, a simplified mass storage system that fulfils the current requirements with the possibility of extensions to meet the requirements of LHC. Different Tier-1 centres may use different mass storage systems. Within the mass storage workpackage of the DataGrid project, led by PPARC (UK), the CERN team must participate in the definition of a standard application program interface and implement this for the CERN mass storage system. Also, exchange formats must be defined to facilitate the replication and migration of data between these centres. 

The physics computing environment is not only concerned with bulk scientific data, but provides an all-embracing framework – a complete computing environment enabling an effective collaboration between widely dispersed researchers. The team is also responsible for the distributed data service used for the storage and management of “conventional” data (including program sources, binaries, libraries, etc. – the data maintained in “home directories” and “group directories”).
Operation

This is the team responsible for the acquisition of equipment, and for the coordination and management of the contractors and infrastructure services used to ensure the physical environment, equipment installation,  and physical equipment monitoring and operation.
Grid middleware

Specialised software must be developed to integrate the computing fabrics at different centres into a single virtual computing system or Grid. This will build on recent externally developed components, in particular the middleware developed by the Globus project, to handle the huge data and computational requirements of LHC. Implemented as a software layer lying between the application and the system this is referred to as middleware. Most of these developments will be organised through the DataGRID project, and in particular the important components of Grid Job Scheduling and Grid Monitoring will be developed under the management of INFN (Italy) and PPARC (UK) respectively. Within DataGrid the third major middleware component, Grid Data Management, is managed by CERN.

Grid Data Management

The DataGrid Data Management workpackage will provide the necessary middleware to permit the secure access of massive amounts of data in a universal global name-space, to move and replicate data at high speed from one geographical site to another, and to manage the synchronisation of remote data copies. Novel software will be developed such that strategies for automated wide-area data caching and distribution will adapt according to dynamic usage patterns.  It will be necessary to develop a generic interface to the different mass storage management systems in use at different sites, in order to enable seamless and efficient integration of distributed storage resources. Several important performance and reliability issues associated with the use of tertiary storage will be addressed.

LAN Management

Moving to a Grid-based solution for the whole computing environment inevitably places significantly greater demands on the local network infrastructure if the performance goals are to be achieved. The perceived performance will be determined more by the peak bandwidth between the various nodes rather than by the aggregate bandwidth. It is essential that the local infrastructure be appropriately developed and integrated with the overall wide-area Grid monitoring system.

The campus management team is responsible for the planning and management of the internal CERN network. This is based on Ethernet technology with multiple layers of switches and routers. There are over 15,000 pieces of equipment connected to the network, requiring a significant expertise and investment in network monitoring techniques. The same base technology is used for the infrastructure network (desktop and office connectivity), the networking within experimental areas, the connection of experiments to the computing centre and the computing fabrics used for physics data processing. 

Wide-area Networking

The wide-area networking team is responsible for the provision of the WAN services that are required to interconnect the Tier-1 regional centres to CERN for the LHC. This will require careful network engineering and monitoring. Work is needed to establish protocols with the required performance and reliability characteristics. There are a number of on-going projects that are tackling the issue of file transfer performance on very high-speed long distance (high latency) networks, requiring better instrumentation of TCP/IP in order to study in detail the behaviour of the protocol. It will also be important to evaluate alternative protocols. Research in this area is likely to develop rapidly with the increasing availability of multi-gigabit connections, and it is important that CERN develops the expertise to participate actively in such work and apply the results rapidly to the production-networking infrastructure. The team will work with the Tier-1 institutes and the organisations providing research network infrastructure in Europe and elsewhere in the world to plan the LHC data network. This is likely to include evaluation of new techniques such as wavelength switching. A firewall environment with appropriate performance, accessibility and security characteristics must be developed, operating effectively in this very high bandwidth environment. The team is also responsible for the operation of the CERN Internet Exchange Point, the major IXP in the Geneva area, which has attracted a large number of ISPs and telecom operators to install fibres and gateways at CERN. The team has responsibility for management of the DataTAG project, through which the EU provides the European share of the resources for a link to the US for use in grid applications.

Security

Keeping pace with Internet security is a growing problem and the distributed nature of the Grid adds a major new dimension, both in terms of the requirements for uniform authentication and authorisation mechanisms, but also in terms of the defence mechanisms that must be developed to protect against attack in this new and complex environment. The Grid requires that another major step forward be taken in tackling the classic computer security dilemma – facilitating access while protecting against hackers. Sites hosting Grid resources must agree coherent security policies, and adequate protection developed to avoid their abuse. New tools and working methods will be required to detect efficiently and track down security breaches across site boundaries. In addition, security needs to be an integral part of all Grid applications. This activity includes the design and deployment in collaboration with other collaborating institutes of a Public Key Infrastructure (PKI), including operation of certificate authorities. It is also expected that Privilege Management Infrastructure (PMI) technology for passing authorisation data to services will have to be deployed prior to the start-up of the LHC. In the shorter-term, ad-hoc solutions and early PMI implementations will have to be deployed. The team responsible for the overall computing and network security at CERN will carry out this activity.

Internet Services for Inter-working 
As noted above, the Grid environment involves not only the sharing of scientific data and computational resources. Another essential component is the inter-working environment to facilitate close-to-real-time collaboration between geographically separate researchers. For example, the support for two or more people working together on the same data plots, generated and re-generated in real-time using the distributed Grid resources. The basis for building such intimate collaborative environments, using portals, chat rooms and other techniques, must be acquired, developed and supported for the many thousands of users participating in the LHC experiments at CERN. This is the responsibility of the Internet Services team. The base technology of collaborative tools, video-conferencing, web services, email, etc. is not specific to Particle Physics, but it is important that the best tools are acquired and adapted for our users. 

Physics Data Management

Physics Data Management includes the provision of a range of tools for managing and modelling the different classes of data handled by the applications, such as calibration data, meta data describing the events, the event data itself, and analysis objects. This will include facilities for the persistent storage of objects and database management systems.  Both conventional relational technology is required as well as newer object technology to support the object-oriented paradigm used by the applications.  Common applications will also be supported where appropriate. 

The team is responsible for database services that are used across all areas of the lab’s work, including administration and the construction and operation of the particle accelerators, as well as physics applications. CERN has been and continues to be a pioneer in the usage of database technologies, having adopted Relational Database technology in the early 1980’s to assist in the construction of LEP, and Object Database technology in the mid 1990’s as part of investigations into data management solutions for the LHC era.

Activities include the development and support of application-specific tools and class libraries, such as database import/export facilities and mechanisms to handle detector calibrations. The team assists the experiments in the application of database technology and in their choice of systems for the production phase of the LHC.

Much of the new development required is concerned with adapting database technology to the scale of the LHC problem, including the integration with large-scale storage management, and with the distributed environment of the Grid. Most current work on Grids is only addressing access to conventional files or a client-server model for access to remote databases. For the LHC, the problem of replication database data across the Grid will have to be solved.

Application Software Infrastructure

This includes the provision of the basic environment for physics software development – general scientific libraries, class libraries for PP applications, software development tools, documentation tools, compiler expertise, etc. A significant amount of support activity will be necessary to ensure that a common Grid-enabled environment is available at all Grid sites.

Common Frameworks for Simulation and Analysis
The development of a modern, object-oriented toolkit for the simulation of physics processes and particle interaction with matter is well advanced, organised by the GEANT4 Collaboration. This represents an important component in the strategy of providing a common, advanced computing environment for all of the collaborations, and will facilitate the exploitation of resources at all levels of the LHC computing Grid. The simulation team in CERN/IT is responsible within the collaboration for the support of the basic framework, distribution, the maintenance process and for a limited number of simulation algorithms. 

The analysis team in CERN/IT is currently developing a modular toolkit adapted to the needs of LHC data analysis – very large datasets, an object model, appropriate statistical algorithms and displays. Using formal software engineering techniques, this toolkit will be re-usable in many applications in physics and other disciplines requiring large dataset traversal. Other analysis toolkits will also be supported following the requirements of the LHC collaborations.

Support for Physics Applications

This includes participation in the development and support of common software tools and frameworks required by the physics collaborations. This team will develop expertise in the deployment of physics applications on successive generations of the LHC prototype grid. A portal environment will be required to mask the complexity of the Grid from the researchers and encourage inter-working. It also involves direct assistance to experiments at the interface between the core software and the Grid and fabric environment.  Six members of the team will work directly with one of the LHC experiments as part of their core software effort.

Appendix B – Tentative Recruitment Plan

Note that this plan will be modified when the project starts and the SC2 begins defining and refining the requirements and priorities.
The following table, an extension of Table 1, shows the current planning for recruitment into the various teams and activities described in Appendix A. The column headed vacant posts is the difference between the staff target for 2002 and the number of people already working in the specified area. The columns headed 1st priority and 2nd priority give the preferred recruitment profiles, assuming that it will not be possible to fill all of the posts in the first round.
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Given the present difficulties in recruiting people with IT experience it would be unwise to specify in detail the levels of experience desired for each activity. Instead, we expect to have to take a very flexible approach to moving existing staff between teams, or indeed between activities covered by the project and other activities in IT Division, in order to accommodate the people that we are able to attract and provide a reasonable balance of experience and skills within each team. Similarly we could accept staff funded by the project that wish to gain experience in other areas of computing, thereby freeing people with appropriate experience to work within the project. Such flexibility is considered normal in a computing environment, where the technology changes rapidly and there is a continual need for people to change activities and responsibilities in order to maintain up-to-date skills.

Nevertheless, the following are provided as guidelines for the experience profile in the three broad areas covered by the project.
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Table 1:     Human Resources required by the 

                    LHC Computing Grid Project


Note the relative “funding equivalents” for the different categories, explained on the first page of the main paper: 

	Experience
	Equivalent FTE

	Senior engineer or manager with 5 years or more experience
	1.2

	Computing engineers or scientists with 2 or more years experience
	1.0

	Computing engineers or scientists with less than 2 years experience
	0.85

	Doctoral students
	0.5


Appendix C – Vacancy announcement – see http://www.cern.ch/it-div-jobs/lhc
The following is the generic job description appearing on the IT Division Web. This covers posts that will be filled by outside agencies, with the people coming to CERN as Unpaid Scientific Associates or Project Associates. The formal employment conditions and recruitment process would be specified by the employing agency (at present only PPARC has initiated their process). In the event that CERN is funded to employ staff directly as Staff Members, Fellows or Paid Scientific Associates formal vacancy notices would be prepared in accordance with CERN rules.

Exciting opportunities for scientists, engineers and technical managers with proven computing experience to work at CERN, birthplace of the Web.  
Develop new practical skills and further your professional experience through working on the leading edge computing applications and systems needed to handle the data from the Large Hadron Collider accelerator (LHC). Working in a truly international scientific environment, you will be able to broaden your horizons on both a professional and personal basis all at the same time!
The work is organised as part of the LHC Computing Grid Project, a collaboration including CERN, universities, laboratories and scientific computing centres from many different countries. The successful candidates  will work at CERN in the Information Technology Division as a member of one of the teams responsible for the long-term planning, development and operation of CERN's physics computing services. This will provide opportunities to take part in the full range of the team’s work, gaining experience and acquiring skills in a number of leading edge computing technologies. There are also opportunities to work with the physics collaborations that are preparing the experiments for LHC, adapting their application software to exploit the LHC Computing Grid.
LHC Computing Grid Project
The computational requirements of the experiments that will use the LHC when it starts operation in 2006 are enormous: 5-8 PetaBytes of data will be generated each year, the analysis of which will require some 10 PetaBytes of disk storage and the equivalent of 200,000 of today's fastest PC processors. Even allowing for the continuing increase in storage densities and processor performance this will require a very large and complex computing system. Over 6000 people around the world will be involved in the LHC experiments, and about two thirds of the computing capacity will be installed in "regional computing centres" spread across Europe, America and Asia. The computing facility for LHC will be implemented as a computational grid, with the goal of integrating large geographically distributed computing fabrics into a virtual computing environment. There are many challenging problems to be tackled, including: automated computer system management; high performance networking; object database management; security; computational grid middleware; distributed scientific applications. 
The development and prototyping work will be organised as a project that will include many scientific institutes and industrial partners, each taking responsibility for part of the work. CERN will coordinate the project and take a leading role in some of the areas. The project will be integrated with several European national grid activities, and it will collaborate closely with other projects involved in advanced grid technology and high performance wide area networking, such as the GEANT, DataGrid and DataTAG projects partially funded by the European Union, and the GriPhyN, Globus and PPDG projects funded by the US National Science Foundation and Department of Energy.
The Work at CERN
Opportunities exist to work in developing and deploying grid technology in the following areas:
· Physics Data Management - work on some of the most challenging problems that face the database community today. Contribute to building the world's largest database - some 10,000 times larger than today's so-called very large databases. Design the middleware to provide distributed access from everywhere on the LHC computing Grid. Develop skills in C++, Java, SQL, XML, as well as database design and management.  

· Networking and Communications - the Internet has changed our lives and will continue to do so for many years to come. CERN plays a key role in the overall Internet infrastructure with an on-site presence from a large number of Internet Service Providers and Telecoms operators. This high-bandwidth  communications infrastructure is the basis on which all e-science projects are built. If you are a budding "internaut", start where the Web began - at CERN. 

· Internet Applications - closely related to the Net itself are the numerous applications that exploit it. These include tools for information exchange, personal and group communications, collaborative work and video-conferencing - all based on the Web and the Internet. The list of applications includes e-mail, newsgroups, calendaring and tools for creating and managing web sites and writing applications based on web forms - all essential tools for e-science. 

· Application Development - born to code? Want to work on the development of large-scale, object-oriented applications in C++ or Java? In collaboration with many other laboratories, CERN develops high-performance scientific applications that are used the world over. If you want to work with graphics, user interfaces, parallel programming, distributed applications and Open Source software then this is for you. 

· Massive Scale Data Processing - tens of thousands of computers, hundreds of thousands of Terabytes of disk storage, massive tape silos: this is what will be required to meet CERN's future physics data processing needs. If you want a career in systems programming or management, can you imagine a better reference on your CV? After this, everything else would be child's play. 

· Computer Security - a computational data grid integrating the facilities of many different centres from all around the world poses many new and challenging security problems. Be at the forefront in seeking solutions in this fast-developing area. 

· Project and people management - There are also opportunities for more senior people with experience of project or team management, who can take a leadership role in a challenging scientific environment, interacting with people and projects in an international context. For more information on these opportunities please contact the LHC Grid Project Recruitment Office.  

To learn more about the projects in these areas or who to contact for more information, click on one of the links in the list above.
Qualifications and Experience
Candidates should have a university degree in computer science, physics or a related discipline and at least two years of solid practical computing experience in one or more of the following areas:
· systems management using Unix/Linux or Windows 2000 

· large-scale systems and storage management 

· relational and/or object database management systems 

· internet services and technologies 

· object-oriented programming, preferably in C++ or Java 

· software engineering 

· local and wide area networking technologies 

· network management 

· computer and network security 

· development of high energy physics applications 

Good communications skills and the ability to liaise effectively with end-users are necessary, as is the ability to work as part of a team. A good working knowledge of English or French is required.
Preference will be given to experienced applicants, but appropriate training will be provided for good candidates who can demonstrate their ability in related areas. There are also opportunities for more senior people with experience of project or team management.
How to Apply
The posts will be funded by a number of CERN's member states. In most cases the successful candidates will be employed by a national university or laboratory and detached to CERN for a period of two or three years. Applications should be made directly to the one of the following agencies. This may sound a bit complicated - if you need advice or more information just ask the LHC Grid Project Recruitment Office.
	PPARC: The Particle Physics and Astronomy Research Council in the United Kingdom
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