Guidance for TB on Experiments input to EB

P.Clarke 8/9/01

Introduction

This is a note to all GridPP Colleagues involved in formulating the EB input to development of the GridPP technical plan.

The purpose is to give some guidance from the TB to the task of the EB (as notified by Nick Brook) of providing input to the TB  by 8th October. This input is required in order for a first phase coherent technical plan to be drawn up, and resources to be allocated (principally 15 new posts but note that the plan will be based upon 15 new posts + the 15 already in DataGRID + displaced people + CERN placed posts).

The GridPP PMB see it as essential to get resources allocated before the end of this year. This is driving the aggressive timescale. 

On this basis what is written here is the best I can do by midday on Saturday – and it will probably have to evolve. Please understand: what is written below is my best view of what needs doing as of 4 days in the job. I have NOT had time to verify that every thought it right, acceptable or politically correct at this stage. 

You may immediately think “havn’t we already been asked for this 10 times?”. My answer is that whilst of course there are many documents available  both through the DataGRID (WP8 deliverable D8.1) and the EB (I have read half of what is on the page and will read the rest) this is in many cases not adequate for what we need to do. In the appendix I will give an indication of why.  Thus this is a request for information which I do not find in anything written so far.

Reminder of context and ground rules

1. We are all on the same side.

2. GridPP  must prepare a project technical execution plan that leads to clear and demonstrable successes at well defined time points. I.e. things we can show to government and others to prove that PPARC  can use the money given to implement Grid technology for a real application.

3. I would suggest (subject to negotiation) that target dates should be T0+ 1 year and T0+2 years, where T0 is probably about now. 

4. The resources are finite. Only 15 new posts. 

5. All stakeholders (the EB constituency) therefore need to work together to agree a shared and coherent plan that fits the number 15 leads successes. Experiments have to realise that everything MUST be looking toward a common GridPP focus, with you as contributor to this.

6. In other words the job in hand is NOT for each stakeholder to prepare an independent bid for what it thinks is its share of 15 posts to do its own experiment better in an independent way. These posts cannot support independent disconnected work.

What you have to do now

An idealistic plan (my first attempt) is outlined in the table at the end of this document. We are probably not going to be able to do this for the first pass  as it would take too long, but it lets me introduce what is requested of you:

Experiments should provide information describing

1. Which application you propose  your experiment could demonstrate against the 1 and 2 year goals. Describe this in specific details, not just generalities. Example:

a. “we will perform our Mock Data Challenge on the Grid” is NOT specific. 

b. “We will run simulation programme X on nodes Y. They will be configured by...,  the output must be stored at Z and made available in a MDC” IS specific.

2. What you think can realistically be Grid like about it on the timescales. Only Gridifying parts of it is fine, and more achievable for year 1.

3. Write down “use cases” if you can.

4. From 1, 2,3 write down detailed formal functional requirements. DO NOT confuse this with assuming the solution, nor who you think will be implementing the solution.

5. You may include any other information you consider material and helpful – please in an appendix.

6. This should NOT be a “bid for posts” for your experiment. 
It is then probably the job of the EB to select (possibly a subset) from 1 to become the “high level demonstration goals” of GridPP. I.e things we can state, achieve and demonstrate on the 1 and 2 year timescale. It will recommend these to the PMB for adoption.

It is then the job of the TB with EB help to derive a complete set of requirements, and hence identify the “components” (or packages) needed to  implement a solution to the requirements and hence the goals. [Note: it is axiomatic that where components exist, say through DataGRID, then we just use them.]

It is then the job of the TB and EB to determine which packages are experiment specific, and which are core. 

I would assume that the EB can then make sensible suggestions for packaging the experiment specific tasks into posts, and make suitable submissions to the PMB for allocation – but this is clearly for the PMB/EB to decide – I care only about the technical integrity at this stage.

It is then the job of the PMB (with input form TB, EB..etc) to determine the optimum way of allocating resources to furnish those components. Some will certainly be experiment specific and allocated to experiments, but some may be outside of GridPP  even. 

A word on use cases and requirements

These terms are those as meant by any good book an analysis and design (often, but not exclusively in the software context). If you know what this means then fine. If you have ever been involved in the formal software design cycle then you will. If you do not then I attempt some explanation in an appendix.  

There is a rife and fundamental misunderstanding about what these terms mean within DataGRID. For example the ATLAS use case in the DataGRID deliverable was interpreted as a report on some tests carried out (something they “used”). This is completely wrong.

A good example document

So far in this game, LHCb have on average been much more clued up on this than other LHC experiments (I mean by this things contributed to DataGRID documents). Therefore much of the LHCb documentation can be taken as a good example.

Specifically the LHCb submission to the EB already had a good attempt at requirements (4)  and has now been updated to include description and use cases rudimentary level. This therefore forms a good example to start from.

Example of how I expect this to pan out

Here are three examples of components which will probably arise as a result of the above procedure. This is to give an example of how we might identify experiment specific and core resource allocation recommendations. Please dont get hung up on details at this stage if you disagree with the example. This will come out in discussion.

1. Experiment specific: Adaption of experiment XX simulation framework.

This is experiment specific as it involves interfacing specific code to core APIs. Therefore this  probably ends up with experiment specific allocation of resources 

2. Core+Experiment specific:  Replica catalogue.

A replica catalogue is needed by everyone. However the service is probably common, it is already defined in Globus and is well taken care of by DataGRID WP2 at least. The main resource requirement is therefore to make sure the common stuff works in GridPP at all physical testbed sites. Perhaps only a small experiment specific effort is needed to populate the catalogues themselves. It would seem unlikely that it will be sensible to allocate significant experiment specific posts  to set this all up in an independent way.

3. Core only: Security

The sum of all security requirements will probably get taken care in a common way, perhaps through the a security workgroup.

Appendix: Fists suggestion for a long term procedure

(An) Ideal plan to reach steady state

	Step
	Example (all made up by me – apologies to CDF)
	Possible procedure

	Project Formulation phase

	Identify High level project goals
	“The CDF data analysis in 2001 will be demonstrated in the UK using a partially Grid enabled analysis chain”.
	PMB / EB iteratively agree achievable project goals and target dates over life of project.

	“Render” the high level demonstration goals.

i.e define precisely what will be Grid about the goal.
	CDF analyis chain will use:

- suitable metadata catalogue and replication system

- will integrate with the MDS for purposes of choosing  where to run the job

- Will not use a full resource broker

...........
	TB interacts closely with EB and individual experiments, using small ad-hoc meetings as well as more formal presentations at EB and TB meetings.

	Convert into precise formal Requirements and use cases


	Requirements are detailed statements form which design can take place 
	Translated from high level description in close collaboration with EB and experiments.

	From above spec out “components” required and dependencies. This must include both infrastructure and application specific components
	- Info service running on X,Y,Z sites publishing the following information.....

- Security components..

- Replication manager... 

- Adapted application... 
	

	Schedule components. 
	
	This step is obvious – schedule component delivery times and dependencies on an X-project tool. This will be the fundamental project management tool.

	Identify source of infrastructure components.

Make “contract”

Identify GridPP liasion or production person requirements
	DataGRID

US Grid

R&N Centres

CLRC e-science centre

CS groups

Experiments

Displacement

In house GridPP posts
	Purpose here is to start from a clear idea of component needed then (i) see if it exists or will exist as a result of external work (eg DataGRID) (ii) If so then work out what resources needed to contribute and liase so that  it satisfies requirements of this project (iii) if doesnt exist work out which sector should best provide it. May NOT be inside GridPP.

Expect lots of discussion with national/regional/CLRC infrastructure.

	
	
	

	Project Production Phase

	Production and Monitoring of progress according to X-plan at formal TB meeting (@ 2 months for example)
	- Review X-plan

- Receive reports from WGs/Tiers on production progress against X-plan

- Identify problems, critical paths

- Report to PMB identifying successes, failures, problems
	An important purpose of this is to ensure that the resources which were allocated are being used for the agreed purpose.

Another function is to ensre global standards are followed where appropriate (most of this is responsibility of WG, but TB should have some oversight of this )

	“Day-to-Day” management through lightweight, frequent VC or phone meetings
	Similar to DataGRID WPM meetings.

Every 2 weeks ?
	It is here that looming problems become apparent, and responsive action can be taken (task forces, urgent resource re-deployment..)


Appendix: Use cases and requirements

If people want I can recommend some good books. I don’t have references to hand at home today.

Use cases

A use case writes down a complete chain of events which constitute a “use” of the system which is t be provided. It is often a vertical slice through a lot of horizontal utilities.

As outline example (not fully embellished as these things take more than 5 mins): simulation production

1. A user authenticates onto their local station. 

2. The user prepares a configuration file for the simulation locally. This specifies channels to be generated and output file physical location.

3. They then wish to invoke programme XXX which is already present as an image on several remote hosts (note the detail: this tells me the solution does not have to include source transmission and compilation)
4. To do this they query a Grid resource information service to find out which hosts offer the image. 

5. They then submit the job request, including the configuration file to a chosen host.

6. The request will then be executed and the output file returned to the physical location

7. The system should notify them of completion 

8. The user then registers the physical copy in the replica catalogue system.

9. ...... and so on...

The purpose of a use case is that (i) you can derive some (not all) specific requirements from it and (ii) after designing your solution you can check the use case runs through it OK.

For a more detailed example look at

http://www.hep.ucl.ac.uk/atlas/atlfast/usecases.html
This was done during design of the ATLAS ATLFAST-OO programme. This is by no means perfect, but it goes in the right direction.

Requirements

Requirements are an attempt to write down very specific functional requirements which follow form the description of the problem and use cases

· Requirements state what is needed – not the assumed solution, nor who you think should do it.

· Requirements are statements form which detailed design can take place.

· The test is to ask yourself : “ could I take this statement and go and design a piece of code”. The answer must be yes.

A very BAD Example

 
“The system must be fault tolerant”

A good example


“The system must recover from the following failure modes:

· ....

· ....

· ....

It should recover from these by reporting the failure to the user, then re-starting the procedure from the last check point......

Here are good and bad examples taken from the DataGRID D8.1. draft.:

This is a fairly GOOD example:

“The easy and global access to data and computing resources is the main purpose of the DataGrid. To access the data the Grid must map from logical filenames or objects to the existing physical instances of that file or object”

This is a very BAD example the word “various” is a banned word – it means nothing. This whole point needs expanding to be specific about each existing database which is to be included.

 “The Grid must allow access to data from various existing databases, which means the Grid must support and improve existing databases import/export facilities. Most often databases are currently imported through a flat file and either staged as this for local use or converted to feed a local database. Appropriate converters for each database source and database target will be identified and managed coherently by Grid services.”

Other good examples can be found by looking at the URL above, or those listed in the LHCb example document on the EB pages.

· Appendix: Brief critique of documents looked at so far

DataGRID Short Term Requirements ( Deliverable D8.a)

I have been through this document an annotated it (copy available on request – but I dont want to distribute generally as it could get misinterpreted outside of the EB).

As a starting point of documenting what can be harvested from the applications high level descriptions it is fine, ie.e the problem stated as the applications see it. Let me be clear that for the DataGRID deliverable it is OK. It is the best description of the problem as the users see it. 

However with the notable exception of section 6.5 on replicas (which is very good) it hardly anywhere specific enough to allow technical design to take place.

Thus an iteration is required on top of this document to turn it into design requirements and therefore it does not provide the information GridPP  needs to plan a program and allocate resources.

DataGRID Use Cases (  Deliverable 8.1 Annex )

General: Much of it is history (i.e what was done to Sept - that is what the document says the annex is for). For theoseparts which do refer to post-2001, then as a minimum experiments need to update to confirm that this is what they want to happen on GridPP.

ALICE: What is there is pretty good and useful. Its not actually a proper use case of course (as example above) but the general description the use pattern is clear and useful. A good basis from which some definite requirements can be derived.

ATLAS: Obviously a fundamental misunderstanding of what a use case is. That aside it mixes what we want to do with implementations and tests being done. Although the description of the general context is useful it is too general and there is nothing definite to pick up and run with (apart from the numbered points right at the end).

CMS: Excellent.

LHCb: Excellent

UK EB WWW Pages

Sorry – but ive only read half of them by today, so I only comment on those.

Note: none of the following is criticism. Those documents were all put in by experiments under their best interpretation of what was required and in many cases are perfectly useful status reports. All I do here is indicate how they differ from what is needed to form a common project technical plan.

LHCb

As stated previously – this is pretty good

BarBAR

Absolutely fine (and very clear and to the point) for what it is meant to be  standalone view of what BaBar would ideally like in the way of posts if applying to say the PPESP (or whatever it is called now). It is also naturally Tier-A centred. 

It is not (and is clearly not meant to be) in the form needed from which detailed requirements can be derived. It doesn’t describe the application needs in detail, e.g. job submission (what programmes, is source transport and compilation required or only scripts to run existing images)

This is not negative as I have tied to emphasise above. BaBar are clearly advanced  in the practical use of Grid technologies and it is important to figure what has been achieved into the programme as an early demonstrator.

CDF

Also reads as a standalone proposal to the PPESP requesting posts for the CDF experiment alone, and does not yet detail functional requirements. New document required.

D0

A status report on who is working on what – which is fine and very useful. The last paragraph alludes to a demonstration. A new document is needed for what is required now.

ATLAS 

A status report. Describes MDCs at high level. No real details in document. A new document is required.

