Glasgow Proposal for ATLAS and LHCb Installation and Validation Work

30/11/01

We plan to be involved in the installation and validation of the ATLAS and LHCb software and would be able to take responsibility in the UK for “production installation” as well as assessing requirements for a “developer installation”, as presented by ATLAS to the GridPP EB. We envisage these as a single development with a stable version followed by release versions on the required timescale. The proposed ATLAS staff effort for this particular project is Stan Thompson [50%] (100% of ATLAS effort), John Kennedy [40%] and Tony Doyle [10%] (100% of ATLAS effort). The combined project would be led by David Saxon [10%] as PI. An additional RA [100%] would work within the team working on ATLAS and LHCb Grid software described below. This would be in the context of preparations for ATLAS physics as noted in the excerpt from form X, including related Computing/ScotGRID and GridPP effort.

ScotGRID
Members of the Glasgow group are working in ATLAS and LHCb to get the respective software installed and running on testbed systems. In addition, we have formed a partnership with IBM in developing Grid middleware and providing input on the replica catalogue as part of ScotGRID.
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Academic staff

D H Saxon

Ph

ATLAS

0.25

0.25

0.25

0.30

ZEUS

0.25

0.25

0.25

0.20

A T Doyle

Ph

ATLAS

0.10

0.10
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0.80
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0.80

0.80

ZEUS

0.10
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I O Skillicorn

Ph

ATLAS
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0.70
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ZEUS

0.30

0.30
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AJ Flavell

Pr

ScotGrid

0.50
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0.50

Computing

0.50

0.50
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0.50
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Pr

ScotGrid

0.60

0.60

0.60

0.60

 

Computing

0.40

0.40
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0.40

G McCance (Grid funded)

PP

GRIDPP

1.00

0.90

A Tcheplakov

Ph

ATLAS

1.00

1.00

1.00

1.00

A S Thompson

PP

CDF

0.50

0.50

0.50

0.50

ATLAS

0.50

0.50

0.50

0.50

W H Bell(Grid funded)

PP

GRIDPP

1.00

0.10
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Ph

ATLAS

1.00

1.00

1.00

1.00

Non-PPARC Research Staff - presently guaranteed funding shown

P Millar

Pr

GRIDPP

end 30/11/03

0.50

0.10

Stan Thompson and John Kennedy will work on the installation and validation of the Grid software kit, working closely with the LHCb group at Glasgow. We have already helped to develop and install an ATLAS testbed kit and communicated it via the Grid testbed (Globus 1.3) with Milan and Grenoble. In these efforts David Martin played a major role installing and supporting the Grid software on the Glasgow platforms and communicating necessary information to the other sites. He will be able to continue with this role in future ATLAS and LHCb efforts, as part of the work for ScotGRID. In addition, Andrew Pickford has installed the LHCb software locally and is presently running simulation code on a number of desktop machines. This local expertise will be used to ascertain the specific requirements of the LHCb software.

We are starting to work on the ATLAS Data Challenge kit and will be involved in preparing and testing them. We need to ensure that the ATLAS and LHCb software run consistently on various sites and provide the necessary environment so vital in providing the heterogenity inherent in the Grid.

Gavin McCance has been heavily involved with WP2 working with the CERN group and also with IBM specialists in providing Java based tools for the Grid data management service. He has assisted in the production of WP2 RPMs for the Grid release 1 and is currently the ATLAS contact for this group. He has recently (1/11/01) been joined by Will Bell who will work on integrating the replica catalogue into ATLAS based on experience from CDF. 

Glasgow is a partner along with Edinburgh in ScotGRID and has a commitment to ensure that we participate fully in the Grid to the benefit of ATLAS and LHCb. We need to ensure that the large simulation programs needed by the experiments run and the facilities, both processing and data, are fully integrated into the Grid.

The hardware for ScotGRID will be installed early next year. The facility will be ready towards the start of the first major data challenges and we intend to participate fully in this exercise and contribute fully to future large scale ATLAS and LHCb experiment simulations over the Grid.

ATLAS Grid Installation Tools
(additional input building upon "Proposed ATLAS UK Grid Projects" and incorporating input from LHCb)
The validation tools are designed to support the Grid based ATLAS and LHCb production jobs used in the Data Challenges. The tools will provide an installation kit that will be developed, tested and handed over to WP6 for the installation of the "experiment's runtime environment" on the Grid testbed.

The first tests will include implementation of the full simulation based on geant and fast simulations in the Athena/Gaudi framework. A further test will include the use of Objectivity. The release tools will need to track and monitor software dependencies, including checks for licensed software (where required). The framework requires the use of shared object libraries, and so the export of static binaries is not adequate.
To allow full exploitation in production mode of a heterogeneous Grid environment a package will need to be developed that allows dynamic building of executables at runtime. The package will include a tool, interfaced to the GANGA package, to provide consistent distribution of the installation kits.
The tool with a Web interface, based on CDF experience, will be written to automatically create the required installation kit (using tar, gzip and RPM under linux). This will be called by CMT when the ATLAS librarian releases a new version It will interrogate the remote site and check the run time environment providing comprehensive error reporting.
The tool will be tested and deployed at RAL, ScotGRID then handed over to WP6 for deployment on other Tier 2 sites. The web interface will determine necessary external libraries. If a 'common HEP Grid environment' is defined by WP8, the installation kits will be adapted. 
The installation kits will be tested and deployed. Known site dependencies will be fed back to the development team for incorporation into CMT. An installation tool will be developed which checks the current version of the software at a given site and determines consistency of releases. If a new release is noted then the tool automatically contacts the site and presents a new kit for installation. The installation kits will be documented and made available through a Web page. In assessing the requirements of two experiments, and implementing a single user interface it is hoped that this will be the basis for a more general Installation and Validation (InstaVal) toolkit.
Milestones

Month 6: 1st version of a "production" installation kit will enable deployment of a given ATLAS executable. Kit based on RPMs and aimed at the Linux environment.

Month 12: Assessment of “developer” interface requirements and 1st version of a "developers" installation kit. This will include the ATLAS/LHCb source to enable development of one or more packages. The installation tool would allow straightforward installation at home sites.

Month 14: Assessment of packaging tools and first report.

Month 18: 2nd version of "production" installation kit. This will incorporate feedback of evaluation of 1st release and extend to each package and improve the generic web interface usability and include higher level validation tools.

Month 24: 3rd version of "production" installation kit. This will incorporate feedback of evaluation of 2nd release with a final user document and report.

Manpower

The installation kit project will require one application programmer in addition to the existing team for the duration of the project, working as part of the ScotGRID team. Core development work would be coordinated with the program librarians and production team at CERN. The user tests and exploitation of the prototype system would be performed by the ATLAS/LHCb (UK) groups and grid-enabled institutes in other countries.

Summary response to tender questions

a. which experiment(s) are you tendering for? 

ATLAS/LHCb installation and validation tools

b. which deliverables and associated milestones can you deliver on?

Those noted above, based on the ATLAS requirements document.

c. what are you already doing in this area?

Noted in the introductory paragraph.

d. how would you implement the deliverables? 

Via recruitment, working within the existing ScotGRID team.

e. (for LHC experiments) how will previously allocated posts be integrated into the programme?

See ATLAS document.

f. what support/infrastructure is/will be available locally?

ATLAS work via engagement of people listed in the extract from Form X.  LHCb work via consultation with existing members of the Glasgow group, as part of work towards establishing ScotGRID. 

ScotGRID Monte Carlo production facility for ATLAS/LHCb (IBM 128 1GHz PIII CPUs with 1Gbyte memory, 1TByte RAID data store and associated LTO tape backup facility) linked via dedicated link to Edinburgh IBM 5Tbyte data store with associated LTO tape backup facility. 

g. how do your plans match the internal priorities and plans of the UK collaboration?

The planned work builds upon the specification of joint work on ATLAS and LHCb installation and validation tools described in the ATLAS experiment document. The existing team is working within the ATLAS collaboration and therefore the initial emphasis will be on development of a toolkit for ATLAS. Once used and installed, the technology will be transferred for use by LHCb.

h. a list of main objectives (as in the PPARC RG2 form)

To develop an installation and validation (InstaVal) toolkit to set up the ATLAS and LHCb software on the Grid production testbed.

i. a short abstract (as in the PPARC RG2 form)

Installation and validation tools will be designed to support the Grid-based ATLAS and LHCb production jobs used in the Data Challenges. The tools will provide an installation kit that will be developed, tested and subsequently handed on to the testbed development team (WP6) for the installation of the "experiment's runtime environment" on the Grid testbed. The installation kits will be documented and made available through a Web page. In assessing the requirements of two experiments, and implementing a single user interface, it is hoped that this will be the basis for a more general Installation and Validation (InstaVal) toolkit.

j. a note of principal investigator and co-investigators (as in the PPARC RG2 form)

PI: Prof D.H. Saxon; co-investigator Dr A.T. Doyle.







