TierA-Tier1 Centre Staffing

1. Introduction

These figures are the preliminary work of Andrew Sansum and John Gordon. They do not yet have the agreement of all the interested parties or the formal backing of RAL. They are based on many years’ experience of running professional services for HEP and other communities. This experience has shown us that running services for a variety of experiments needs more planning and careful management of change than resources dedicated to specific experiments and that the expectations of users of a central service are much higher than those of an institute’s local facilities.

The figures below are for 2002. In 2003 there will be more equipment to manage and more users but some of the existing distinct services will have ceased or have assimilated into the Grid Services so it is a reasonable assumption that the staff requirement will be roughly constant. 

This is an attempt to define and costs a model for the operation of all HEP services as a single service to meet all HEP requirements. No attempt has been made yet to split staff costs between different funding sources (SLA, GridPP, etc) 

DataGrid and GridPP funded project work is ignored or mentioned and excluded from the GridPP requirements. Some tasks are shared with other services and the costs have been shared appropriately.

2. Tasks

The staff effort required has been calculated by breaking the foreseen work into specific areas. The FTE numbers do not necessarily map onto people in the categories shown; some numbers hide a blend of skills at different levels

CPU Farms

System admin of the major farms (500 cpus this year and growing). All aspects of keeping the service running, patched, backed up. Installing new software to meet grid  and user requirements. Batch software configuration. End-user support. Documentation (2.0 FTE)  

Disk Servers 

System admin of the disk servers (40 this year), maintenance of the filesystems, performance optimisation. (1.0FTE) 

DataStore

Management and development of the integrated datastore system including robots,  servers, local and 3rd party software, system admin of servers, user support and documentation. (2.5FTE, 0.5 from other sources)

Operations. Handling all manual interventions, physical import/export of tapes and other movements (eg backups into firesafes) (1.0 FTE)  

Core Services

A collection of high availability services that, with the addition of corresponding grid services will grow to become a full-time job. AFS, /home filesystems, mail, NISS, software repositories, web servers, LDAP and other Grid services, (1.0 FTE) 

Operations 

Hardware interventions, replacement and repair, construction, physical assembly and installation for disk servers and cpu (1.0FTE)

System monitoring systems. Development and maintenance of the systems which will log problems and alert the other system managers (0.3FTE)

Installation Management – dealing with all the issues of racking, power provision, safety, cooling, delivery (0.4FTE)

Helpdesk – single point of phone contact, running helpdesk service. (1.5FTE – 1.2 from other sources)

Registration/CA

Technical  and management issues of developing and running a Certificate Authority and interfacing with other bodies (1.0 FTE – shared equally with e-Science Centre)

Operation of CA – issuing certificates, revoking them, security and integrity of service. (0.6 FTE - shared equally with e-Science Centre)

Registration of traditional userids. It may be that this will drop off in future but no sign yet and may grow greatly for BaBar. If grid userids become dynamic there will be an auditing load. (0.3 FTE)

Accounting, reports, statistics (0.2FTE)

R&D

A distinct cluster of testbed machines is required for testing new things and working with other sites who wish to do tests with RAL as the remote end. Hardware costs are neglible as cast-off machines will usually suffice but staff effort is required to administer them, and the collaborative effort, negligible for each request, accumulates to a noticable total (0.5FTE)

Keeping up with the latest developments and gaining experience with new technology requires effort. With continuous installation of new equipment the effort required to judge the relevant cpu, disk, tape, and network solutions is substantial. (0.5FTE)   

Networking

Robin Tasker’s monitoring and other work is funded by existing SLA but doesn’t obviously fall within remit of Tier1. Could be funded by another route but left here so it doesn’t get forgotten (0.4FTE)

Tier1 will put a load on the RAL networking infrastructure. There is (a) infrastructure work on: JANET connections, firewalling, routing, DNS, installation, cabling, and trouble-shooting and (b) local management of the HEP resources (0.4FTE)

Testbed

Administration and development of DataGrid testbed, participation in testbed rollouts, local troubleshooting of datagrid software. (1FTE – funded by GridPP for WP6)

Tier2 liaison

Rolling out the datagrid to other UK centres. Similar work to WP6 post but directed to other UK centres (0.5FTE)

Other HEP Services

BaBar and CDF have dedicated hardware at RAL. Running and maintaining this requires a whole range of duties similar to most of the above. (0.5FTE, 0.2 from CDF) 

Staff turnover and inefficiency

High staff turnover and the requirement for initial training means that all staff are never working at full efficiency. This figure is an attempt to quantify this. (0.5FTE)

Management

Management and planning of all the above tasks and staff (1.0 FTE).  

3. Exclusions

No effort has yet been estimated for 

· Experimental software replication – assumed to be the work of the experiments but probably has common tasks that might be better done centrally

· Databases – obvious scope for common expertise in Objectivity and ROOT

· Data Management – this will be a key feature of a Tier1 but the role isn’t clear yet.

· Security -  patching of systems undertaken by sysadmins but overall responsibility not defined. WP6 also defines a UK security role that is undefined. No security development foreseen.

· Shift working to meet TierA requirements for cover during US working hours.

4. Summary


FTE
TierA/1

CPU Farms
2.0
2.0

Disk Servers
1.0
1.0

DataStore
3.5
3.0

Core Services
1.0
1.0

Operations
2.0
2.0

Registration/CA
2.1
1.3

R&D
1.0
1.0

Networking
0.8
0.8

Testbed
1.0
0.0

Tier2 liaison
0.5
0.5

Staffing Inefficiency
0.5
0.5

Other HEP Services
0.5
0.3

Management 
1.0
1.0


16.9
14.4

