PPARC E-Science Studentship on Grid Data Management

Dept. of Physics and Astronomy, University of Glasgow

Proposed supervisor: Dr A.T. Doyle

30/11/01

The handling of large distributed datasets is one of the key issues for the Grid. Users must be given secure access to massive amounts of data stored at a number of remote sites within a global name space. This access should be transparent to the resources at the sites. The user should be able to perform data analysis, and replicate and move data from one site to another at high speed. 

The Glasgow PPE Grid Data Management team of W. Bell (PPARC-funded RA1A), D. Cameron (e-Science student) A. Doyle (GridPP Project Leader), G. McCance (PPARC-funded RA2) and P. Millar (JREI-funded RA1A) is currently taking a leading role in developing key components of the Grid Data Management middleware. One key area the team is currently investigating is the implementation of an economic model for distributing files (where the files are the resources), which is being developed in the context of DataGrid WP2. If successful, we plan to place a new e-science student in this team, developing aspects of this programme.

The area is referred to as Query Optimisation. Here we outline the basic principles and the current status of the research. 

There are two main physical components, an access mediator which represents the computing element requesting a file, and the storage broker (unrelated to SRB) which represents the storage elements. The access mediator invites a reverse auction for bids for a particular file - i.e. lowers the price it will offer to pay and makes the deal with the last seller standing. “Price” is a function to be defined based on networking statistics, priority of the request, storage types, etc. Replication is performed by an intermediate storage element which has heard the request (the request is propagated in a peer to peer fashion), can make a lower bid than the best storage element far away to the nearby computing element, and then negotiate directly with the far away storage element. An intermediate SE thus obtains the file from the far away SE and then sells it on at a lower price. It only does this if its perceived return on investment is positive (i.e. the estimated future value of the file to it, in terms of estimated future requests for that file). It assumes that it must throw away another file in order to do this and it throws away the file with the lowest perceived future value. Protocols for the internal reasoning and the intercommunication must be defined and implemented. Since the economic value of the file is defined in terms of its perceived utility to the grid users, this local 'profit maximising' mechanism should result in a reasonable level of global optimisation of grid data-storage resources which will react to changes in usage patterns.

W. Bell is currently coordinating a document describing the various components in order to determine where tasks are allocated. The open source software is likely to be a messaging protocol in Java. (BDI agents based on JACK have been considered). JXTA is a generic P2P protocol that is being developed by Sun and may be suitable. An alternative is Java Messaging Service (JMS), a similar more generic protocol. The architecture is currently being defined and preliminary code is being assigned to the software developers at Glasgow and elsewhere. 

In addition, we are working with WP1 (Workload Management) to determine what sort of negotiation will be required so that the input from the query optimisation stage is taken by the job scheduler, in order to make a decision on where to place a job. Currently no input on data is taken. This is distinct from the economic model which starts after the choice has been made. It will be based upon a metric using an extended information service, defined in discussion with WP1.

In order to develop and test these codes, a simulator needs to be developed. The MONARC simulation has been used by a current e-science student (David Cameron) and assessed by the team. There are inherent problems running a single thread for every job on the simulated grid which mean that the existing simulation is not scalable. We plan to be part of developments with a simulation based on new components (JXTA). The basis of the simulator will be determined following production of the architecture document.

At a more detailed level, it may be possible to develop optimised data access algorithms where a physicist user typically use Analysis Object Data (AOD), but requires further information from Event Summary Data (ESD) for some fraction of the events. This is referred to as the 'navigation problem'.

In summary, the team is currently defining the component technologies, assessing requirements for the interfaces to Workload Management and investigating coding options. By October, when the proposed e-science studentship would commence, we will be implementing this software, and looking for other optimisation opportunities based on the above technology.

Collaborations would be based on existing links to WP2 (CERN, IRST and INFN) and to the National e-Science Centre led by M. Atkinson (NeSC Director).







