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1. Introduction

This report provides a context for a series of documents prepared by the Project Management Board. We discuss the progress made on the project from 14th December 2001, the date of the previous report to the Oversight Committee and respond to the points noted in the draft minutes from that meeting... 

2. Management Structure

The Project Management Board (PMB) was established on 1st Sept. 2001 and has now met formally on 31 occasions, to develop ideas and report on progress, whilst addressing the many issues arising in the context of the project. It is difficult to encapsulate the process in the form of minutes (which simply summarise the actions), but the process is noted here as:

Analysis presented by any member of the management board or tabled by any member of the project in the form of a short e-mail/document. The various issues affecting any ultimate decision are discussed openly. This enables Goals to be set either as "opportunities" or "problems". We search for Ideas, which are either "conventional, defined by the GridPP proposal or subsequent addenda or previous actions" or "unconventional, needing further discussion". At the Selection stage, ideas are examined for weakness and solutions are discarded or adopted. Those adopted call for Action, in which the accepted decision is noted in the minutes and subsequently implemented by member(s) of the PMB.

This process is communicated to all members of GridPP, who may consequentially respond to actions generated at the PMB, via the Technical Board (TB) and Experiments Board (EB). The formal mechanisms are described in the document “Technical Project Management – Instruments and Procedures” [link]. Any actions judged to merit the involvement of the Collaboration Board (CB) are, additionally, communicated directly to them via its Chair.
The Project Management Board membership structure has been updated in one respect, envisaged at an early stage, where Tony Cass has replaced Les Robertson (LHC Computing Grid Project Leader) as CERN Liaision: 

CERN Liaison
Tony Cass

3. Risk Assessment Responses

· Our approach to middleware has focussed on EDG solutions, developed in the context of the Global Grid Forum. This reduces significantly the risks associated with a single country attempting to establish a Worldwide Grid solution. The rapid deployment of a European-wide Grid testbed has reduced the potential for this project itself failing to meet its deliverables. The success of the DataGrid project in meeting all deliverables and surpassing expectations of the committee establishes a good foundation for the next 19 months development and a basis for future development [DataGrid EU Formal Feedback – Final Version?]

· It was right to plan the project through the requirements of the experiments and to work with the experimental groups. This is exemplified by BaBar Grid development which has been rapidly established in the UK using EDG tools, a process which would not have been possible without the prior engagement of the existing collaboration in developing a Grid deployment plan in the context of the last recruitment phase. 

· This is also true for other experiments, but there is a danger that there may be resource problems for the existing groups, since e.g. management time of more senior physicists is being absorbed on Grid development, rather than on physics analysis. We believe that this can be handled within the EB which communicate their methods to other experiments and suggest solutions, with the input of the TB. This process is helped by the fact that Grid Integration per se is not necessarily a competitive area for e.g. two experiments competing for the same physics output. The process of engagement of all experiments has been difficult to implement with a reporting mechanism for the assigned posts. This reporting mechanism is now in place, requiring minimal senior management input and has been tested by the LHCb collaboration. [EB REPORT(S)] IT WOULD HELP IF ALL EXPERIMENTS COULD BE REPORTED HERE – THIS WOULD PROVE THAT THE PROCESS IS A LOW OVERHEAD. 

· Unsupported “Other” experimental groups gain benefit from GridPP in terms of information on how to e.g. deploy a testbed system (documented on the web and communicated via SYSMAN meetings) or how to submit jobs to the testbed (communicated at the Collaboration Meetings). However it is recognised that this is difficult, until the significant manpower requirements in converting a testbed to a production facility, are overcome. The approach where the only hardware resources from GridPP will be deployed at a single Tier-1 production centre reduces the short-term risk of not meeting the immediate computing requirements of these experiments. 

· The plans for supporting funded University groups to run GridPP software in the UK have been communicated via SYSMAN. It is however recognised that the manpower resources associated with running prototype Tier 2 Centres cannot be found from within current support. This is exacerbated by the reduced grant support, potentially placing existing SYSMAN posts at risk.

· The Tier 2 Centre concept is currently being discussed within the LCG project. The aim of an SC2 sub-group is to “identify the work to refine the computing model three years after MONARC and two years after the Hoffmann review with the experience of several data challenges. In view of the new LHC persistency model and the recent developments in Grid computing infrastructure a revision of the multi-tiered model seems desirable.” We provide input to these discussions via SC2 (with representation via the GridPP Deputy Project Leader and Chair of the Experiments Board) and await plans for implementation via the PEB (with representation via the GridPP Project Leader). 

· The outcome of this sub-group is planned for later in May. Using this discussion as a starting point, the GridPP PMB will review whether to implement the original concept of up to four Tier 2 Regional Centres, to ensure that SRIF and other equipment is properly deployed in support of the project.

· The operational stability of GridPP middleware is being established by the Testbed team within the UK (a team of four from Manchester, RAL, IC and Bristol). It is recognised that such a team is sufficient to ensure the release of “Testbed” quality EDG software, by providing documentation and a lead for other SYSMANS in terms of implementation on the pre-defined software cycle releases. This issue is discussed more fully in [Testbed Plans Doc]

· Implementation of the grid is now a line in the Gantt chart, in particular WP6 “Test-bed and Integration” has a pre-defined cycle of two-monthly releases to implement and test, prior to release to other SYSMANS. This is noted as a line in the [Gantt Chart Web Page] which is accessible to all TB members via the TB web page.

· Our involvement in DataTAG enables long-term improvements in Trans-Atlantic networking, but also interc

· Our leading role in funding the LHC Computing Grid Project has enabled a team to be established at the recognised centre of excellence. This will enable testbeds to be converted to production centres on timescales which were not originally conceived within the project. See [LCG deployment plan]

· Our participation in all of these structures will enable potential risks associated to single monolithic solutions to be reduced and a best-of-breed approach to be adopted across Particle Physics experiments, which can be extended to other scientific areas .

· Our participation in GGF… PETE?

· Our understanding of the requirements of OGSA (e.g. for information services and grid data management), combined with a willingness to implement solutions which will be generally applicable mean that we are ideally placed to implement this high-level architecture based on future releases of Globus, planned for September 2002. 

· Add responses to other OC observations/risk identifications here??

4. GridPP Project Management Status

The Project Leader (PL), assisted by the Deputy:

1. Establishes and maintains the Project Management Board.

· The PMB has recognised that:

· DataGrid recruitment has been a key problem area. This has now been overcome and all staff are now in post, actively working on the project. The latest status can be found in http://www.gridpp.ac.uk/pmb/OC/recruitment.html. Total cost estimate is now defined at £2.6m (revised up/down)? The cost estimates are based on the latest resource management evaluations. The emphasis of the project is now turning to the outputs, discussed in [ROBIn – UK DataGrid Report]

· establishing a programme to enable a UK testbed, adopted by the experiments is important to establish as early as possible, consistent with a well-established technical programme. Responses to the tenders defined in http://www.gridpp.ac.uk/cb/doc/GridPP_Tender.doc were assessed by the Peer Review Selection Committee on December 7th 2001. The results of their assessment were available at the first meeting of the Oversight Committee. The recognised difficulties in recruitment were reduced by imposing a fixed endpoint of December 2004, which encouraged early recruitment. The latest status can be found in ? Total cost estimate £2.3m?

· establishing a programme at CERN developing many aspects of the middleware is fundamental to the success of the programme. 105 candidates were attracted by the first PPARC/CERN advertisement at http://www.pparc.ac.uk/Rs/Fs/Es/GridCERNComp.asp. 29 were interviewed at Swindon and CERN in December and 12 were offered posts. A second (and third) round of interview for 19 (and up to 10) candidates based on more than 150 applications took place on April 29-30 (and is anticipated for May 20-22). The total cost of CERN staff deployment is estimated at £4.5m. 

· It has been recognised that Long Term Attachment at CERN for periods of 3 months or more may be necessary. Mechanisms to fund these people via PPARC-CERN funding are currently being explored.

· establishing a prototype Tier 1/BaBar Tier A centre at RAL is required for the testbed programme. Total cost estimate £2.5m. 

· The first tender generated X responses and resulted in the delivery of 50Tbytes of disk and 156 dual 1.4 GHz Pentium III CPUs at a cost of ~£800k [Check with John] in March 2002. It is planned that two similar purchases will be made with delivery in April 2003 and April 2004.

· establishing components of a prototype Tier 0 centre at CERN is required for the testbed programme. Total cost estimate £1.2m. [Tony – input on delivery of purchases? Materials Proposal from Les was for £300k on 23 October 2001].

· foundational support of existing staff at RAL in ITD and PPD is essential. This process was completed via discussions of the PMB with senior CLRC members in January 2002 and approved by the CB in February 2002 [Check with Steve]? The total cost was revised upwards from £1.9m to £2.45m (£1.436m for PPD and £1.064m for ITD staff). This absorbed the previously allocated contingency  [now fixed? Dave] [attach FINAL documents from Dave Kelsey].

· management costs £0.6M and other minor costs (e.g. support of Globus project) £0.1m

· travel for members of GridPP is required. Total cost estimate £0.8m. Out-turn for FY 2001-02 was XYZ [Check FAMIS with Robin?]

· There were no unassigned funds from the total of £17m allocated. This was the subject of an explanatory letter sent to Particle Physics members of the Science Committee. [attach version of letter to SCP4] 

2. Chairs the Project Management Meetings.

· The PMB meets weekly via videoconference for 1 hour on Mondays at 1pm to determine actions and report on progress. The PMB also meets approximately monthly for 1-day meetings to determine strategy. Minutes are available online and are distributed to the UKHEPGRID membership (this membership grew from 108 to 124 members during the past 5 months) by e-mail at the end of each week.

3. Organises the Collaboration Meetings.

· The third collaboration meeting was held at the Cambridge e-Science Centre with 50 participants. Details of the programme can be found at http://www.gridpp.ac.uk/gridpp3/
· The focus of this meeting was grid-deployment reports from the various testbed centres, the status of middleware package development and the conversion of requirements into implementation plans for the experiments. 

· The fourth collaboration meeting was held at the e-Science North West Centre with XX participants. Details of the programme can be found at http://www.gridpp.ac.uk/gridpp4/
· The focus of this meeting was a tutorial on Grid job submission to the GridPP testbed, reports on the status of the grid implementations of the experiments, and plans for the future implementation of a production Grid. 

· The 5th GridPP Collaboration meeting will be at the London e-Science Centre on the 16th and 17th of September.

· The structure of the meetings will evolve to meet the requirements of a developing programme.

· Future GridPP Collaboration meetings are currently being discussed with other Directors of e-Science Centres. This cycle of 2-day meeting three times per year, with a total budget for all participants of up to £10,000 per meeting is proposed to continue throughout the 3-year lifetime of GridPP. Problems associated with in-term meetings and potential clashes with other meetings outside term time mean that dates are not yet fixed.

4. Reports back to the Collaboration Board, summarising the status and establishing goals.

· The CB met on October 23rd and will meet at six-monthly intervals. The reports from the CB chair and PL can be found at http://www.gridpp.ac.uk/cb/. ANYTHING TO REPORT? CLRC APPROVAL VIA E-MAIL.

5. Reports back to PPARC, summarising the status and establishing goals.

· This document and the corresponding documents from the TB chair and Resource manager constitute the proposed reporting mechanism to the Oversight Committee. The goals for the next six months will be developed in consultation with the Oversight Committee.

6. Liaises with the e-Science Centres and ensures participation in the e-Science programmes.

· The membership of the PMB includes member of the Regional e-Science Centres. The PL is a member of the NeSC executive meeting weekly. The location of the Collaboration Meetings aims to re-inforce these links. Support for six computing science departments to participate in DataGrid will be especially important to the programme (these posts are being monitored to ensure their effectiveness within the overall programme). [ROBIN – CAN THESE 6 BE REPORTED UPON?]

7. Establishes project management reporting mechanisms.

· The PMB reports directly, responding to actions. The technical management of the programme is being established by the TB chair. (link to the TB report). Progress on current technical work on DataGrid is shown at http://www.gridpp.ac.uk/pmb/OC/techorg.html [Pete – this should be updated to link to one place on TB page]

8. Ensures that the project is managed using appropriate management tools.

· The technical project is being managed using MSProject. (TB report http://www.gridpp.ac.uk/pmb/OC/techorg.html). Resource management is being managed using MSExcel. (Resource Management report http://www.gridpp.ac.uk/pmb/OC/ResManRepdec01.doc). The goal is to integrate this information such that value for money can be established for each of the high level project deliverables. [STILL THE GOAL.. NEW LINKS REQUIRED]

9. Ensures that resources are appropriately used to meet project deliverables.

· High level deliverables are being defined in consultation with technical experts. The technical reporting reflects these definitions. The latest version of the High Level Deliverables Document can be found at http://www.gridpp.ac.uk/pmb/OC/HLD3.doc. This is now REDEFINED TO POINT TO TECHNICAL MONITORING PAGE...
10. Ensures that GridPP deliverables are defined and met. 

· Progress on technical deliverables will be reported to the PMB at 3-monthly intervals. [THIS NEEDS TO BE DISCUSSED ON MAY 1st] Recommendations from the Technical Board will be assessed and actions taken where intervention is required. We will report more fully on this item at the next Oversight Committee Meeting. [NEED TO ADD MORE INFO]

11. Identifies and builds upon technical strengths in middleware.

· Identified technical strengths were reported at the Collaboration Meeting in various areas (Architecture, R-GMA, Spitfire, LCFG, Information Services, High Performance Networking, WebSite, RPM packaging). Reports from CERN developments will be established, following recruitment into physics data management, networking and communications, internet applications, application development, massive scale data processing, computer security listed in http://lhcgrid.web.cern.ch/LHCgrid/jobs/.

12. Establishes and encourages participation in training/development where required.

· The current programmes run by NeSC e-Science institute see http://www.nesc.ac.uk/esi/index.html#Events and OO training for Particle Physicists http://hepunx.rl.ac.uk/ukheptrain/ (now supported by PPARC e-Science and extended to support astronomers) are perceived as sufficient. Details of all training programmes are circulated via UKHEPGRID.

13. Establishes an identity for GridPP, reflecting the set of GridPP deliverables.

An identity is being built up over time, building upon existing structures in DataGrid, at CERN and with the UK Particle Physics community. This was presented externally at the formal opening of NeSC with the theme “From Web to Grid - Building the next IT Revolution”. Three demonstrations were chosen to illustrate activities in each area. A number of posters were produced.

14. Ensures that GridPP is visible externally and is recognised as a flagship project.

· An early aim was to establish a working central Web Site at http://www.gridpp.ac.uk/. The management/design of these pages is being led by the CB chair, as the first point of contact for GridPP. The technical implementation is itself innovative using the GridSite package developed by Andrew McNab of Manchester and GridPP to control access and editing to individuals belonging to the Project using their Globus certificates. The package has also been adopted by the EU DataGrid to maintain the web pages on their testbed site. [STEVE – UPDATE THIS?] Version two of the Web Site, more widespread adoption with more authors empowered to update their pages… GridSite updates including features such as password protected areas for OC..

15. Monitors external developments in order to recognise overlapping solutions and encourage standards.

· Initial investigations of e.g. SAM, supported at Fermilab suggest that elements of DataGrid technology can be adopted there. Placement of staff on the SAM project will enable overlapping solutions to be identified naturally within the project technical management.

16. Determines a long-term strategy (beyond 3 years).

· There has been discussion of EoIs for framework 6… do we add any statement on OGSA here? [WE NEED TO DEFINE WHAT APPROACH WE’LL ADOPT… REQUIRES INPUT FROM NEIL AND ROBIN]

17. Identifies additional funding possibilities and initiates funding proposals.

· eDIKT (e-Data, Information and Knowledge Transformation) was funded by SHEFC for £2.3m, with PP as an application area and an assignment of two (of twelve) FTEs in initial planning. Implementation discussions required with EPCC. 

· Funding opportunities exist in the EU for security research as an extension to DataGrid. RESULT?? These require further investigation. There has been discussion of EoIs for framework 6… [WE NEED TO DEFINE WHAT APPROACH WE’LL ADOPT… REQUIRES INPUT FROM NEIL AND ROBIN]

18. Responds to the requirements of all those who contribute to GridPP R&D. 

19. Engenders a pioneering spirit.

20. Facilitates recognition of individual contributions to the project.

· At the moment via identification at Collaboration meetings. Further engagement in e.g. GGF is required to ensure that outstanding younger recruits are recognised externally. [We should clearly attempt to have more visibility at GGF5… ]
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