GridPP: Collaboration plans and actuality with US Grid Projects

[Note:Where names are given below these are really those where interaction between US and UK has taken place. I.e. they are not just a covering list of names of all those who could be interested. This is to emphasise that all that is listed is tangible]

General / Summary

· GridPP has formally engaged with the major grid projects in the US: GriPhyN, PPDG and lately iVDGL.  This means we have agreed at high level to work with these projects, have identified areas of collaboration already in progress and natural areas of collaboration to develop.

· In almost all cases the people involved in this work on both sides of Atlantic are already well known to each other, since the work covers an area of worldwide expertise which has already been developed.

· These engagements overlap with, and are consistent with the relation between these US projects and the DataGRID. Again this is because the people involved are already working in a global environment.

· People in the UK sit on, or enact, the DataGrid-Globus coordination group. Names: A.MacNab, D.Colling.

GriPhyN

GriPhyN is the major Grid technology development project in the US, which embodies Particle Physics applications as well as other fields.

We have spoken in various contexts with the GriPhyN management, and individuals working in specific areas and have identified the following areas:

· SAM/Condor: V.White, M.Livny and J.Schopf have visited ICSTM to discuss collaboration on resource management and scheduling. Names at IC : D.Colling, R.Walker. As a result of these discussions they are implementing a condor and submission mechanism in SAM (Rod Walker) ( the Fermilab data storage and retrieval tool). This work will continue probably to implement a condor_g submission mechanism so allowing remote submission of SAM jobs. This work will probably be done in collaboration with the Condor group as part of the PPDG deliverable. (All the "probably" were introduced after this afternoons discussion it has been suggested that D0 may avoid Globus altogether and just use Condor if so we will continue in along this route). Our involvement in this work will hopefully lead to a level of coherence between the EU and US grid projects in areas such as the JDL. This will be of great benefit to the user community.

· Globus: A person in the UK is now collaborating with the Globus as responsible for software release packaging into RPM distributions. These form the core of the DataGRID testbed installation scheme. Name: A.MacNab

· Transatlantic high performance networking: This will go forward as soon as staff are in place.  This overlaps strongly with DataTAG described separately below.  Names: UK: P.Clarke, R.Hughes-Jones, R.Tasker, US: I.Foster 

· People in all projects are keen to deploy and pilot two innovative areas: 

· High performance data transport applications (reliable sustained transfer across high bandwidth-delay routes at 1 Gbit/s). This involves deployment of TCP tuning mechanisms, and diagnostic monitoring. The aim is to make 100 Mbit/s and then 1 Gbit/s transport “available to the user”

· Novel network services, and in particular demonstrate QoS services at the middleware level across Grid domains. This by definition engages the network providers from end to end (UKERNA, DANTE, CERN-US link, ESNET, Abilene).

· Network monitoring and GRIS publication: The UK is responsible for the network monitoring services for the DataGRID. This means measurement of basic characterisation quantities (delay, loss, TCP throughput), logging, and publication into the GRIS system. This is an area where some work has taken place in GriPhyN and we have initiated contact to work coherently with this. Names: UK: R.Tasker, A.Martin, US: ..on my email list…

PPDG

PPDG focuses more strongly on HEP applications, and particularly the near term requirements of CDF,D0 and BaBar. The respective GridPP groups are naturally an integral part of much of this work. All experiments have significant data handling requirements already, and will continue to do so for several years.

· BaBar (SLAC): BaBar will likely use Globus/SRB (Storage Request Broker from SDSC) for Grid enabled processing. The UK, at CLRC is a contracted Tier-A processing centre which by definition must implement this. This has not started yet, but when it does will necessarily involve several UK people to collaborate with PPDG. Names: A.MacNab,A.Forti, T.Adye, A.Sansum. 


· D0 (FNAL): D0 has also committed to data processing being reliant on the Grid based upon SAM  This overlaps with the GriPhyN SAM/Condor work mentioned above. V.White, L.Lueking, S.Burke (Lancaster) will work on storage elements within PPDG, and specifically Grid interfaces to ENSTORE . D.Colling and R.Walker will extend the work on resource management and scheduling to PPDG and have discussed this with Ruth Pordes.   

· CDF (FNAL): CDF so far has not committed to the Grid for mainstream data processing. However ????

iVDGL

The iVDGL is an essential part of the US Hep Grid programme, which we support and expect to be funded.  The iVDGL  seeks to link similar Grid domains on a global scale. The DataGRID and GridPP see this as the correct and essential way forward. So far

· We have held discussions with the iVDGL management

· Memebers of GridPP  are principal investigators of the DataTAG project (submitted to EU, recently approved to move forward to contract negotiation). This will  (i) provide a high performance transatlantic network connection to link EU and US Grid projects (ii) will further develop high perfomance networking with a strong overlap to the work described under GriPhyN above and (iii) will address inter-grid interoperability issues. 

Co-ordination group

Robin M to supply description

Future 

The general policy, as GridPP gets underway, will be to identify the Grid components required to meet the GridPP goals. We will then actively seek to coordinate closely with the US grid projects in order to benefit from existing R&D and avoid unnecessary duplication. We expect this to lead to further mutually beneficial collaboration. 

[Note:  this policy will also naturally will include other UK resources outside of GridPP – eg the national/regional centre infrastructure.]

To a great extent this stated policy will be formalised through participation in the “to be formed” global Grid collaboration group, whos job it will be (and specifically the UK representatives) to ensure proper collaboration takes place wherever appropriate.

