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Abstract

This addendum contains additional information with respect to the bid from the UK Particle Physics Community to PPARC for resources to develop a Grid for Particle Physics research - GridPP. It should be read in conjunction with the proposal and contains responses in the following areas:

1. resource allocation for the WorkGroups;

2. architecture development;

3. comparison with other international developments;

4. development of links with US; and

5. developments of links with industry. 

1. Resource Allocation

1.1 Introduction

The programme for the UK Grid for Particle Physics consists of a series of interlocking “components”. Components 1 to 4 are considered to be essential to meet the requirements of the GridPP programme.

Table 1 shows the PPARC funds invested as a function of component to CERN and the UK.

Table 1: Top-level financial breakdown.

Component
Description
CERN contribution

from PPARC (£M)
Cost to PPARC

(£M)
Total PPARC

(£M)

1
Foundation
2.5
8.5
  8.5

2
Production
1.0
4.1
12.7

3
Middleware
2.1
4.4
17.0

4
Exploitation
1.5
4.0
21.0

5
Value-added exploitation
2.9
4.9
25.9

Integrated over the first 4 components, the amount required for funding CERN activities is £7M. 

The financial breakdown into various categories is given in Table 2 as a function of year. 

Table 2: Financial breakdown by year for components 1-4.

Category
to Apr-02
Costs

to Apr-03
to Apr-04
Total

(£M)

Managers






0.08
0.16
0.16
0.41

Tier Centres





Staff
0.30
0.81
1.35
2.46

Capital
1.06
0.87
1.03
2.96

Work Groups





Staff
1.24
3.38
3.21
7.84

Capital
0.05
0.10
0.10
0.24

CERN Component





Staff
0.80
2.63
2.23
5.67

Capital
0.38
0.47
0.56
1.42







Totals
3.91
8.43
8.64
20.98

Table 3: FTE staff by WorkGroup as a function of year for components 1-4.

WorkGroup
Year-1

Year-2

Year-3

Total



GridPP
EUDG
GridPP
EUDG
GridPP
EUDG
GridPP
EUDG

A
1.12
0.50
2.15
0.25
2.13
0.75
5.40
1.50

B
0.70
0.51
2.20
4.11
3.10
2.88
6.00
7.50

C
0.00
1.50
1.80
0.00
2.40
0.90
4.20
2.40

D
2.25
0.00
3.50
0.75
4.75
0.75
10.50
1.50

D
0.00
1.60
0.00
1.45
0.00
1.45
0.00
4.50

E
1.10
0.00
2.66
0.00
2.70
0.00
6.46
0.00

F
1.70
1.13
3.07
2.27
2.73
2.60
7.50
6.00

G
3.50
0.00
14.00
0.00
20.00
0.00
37.50
0.00

H
1.50
4.93
5.25
8.03
5.75
8.03
12.50
21.00

I
4.50
0.00
21.18
0.00
20.50
0.00
46.18
0.00

J
2.00
0.00
5.00
0.00
3.00
0.00
10.00
0.00

Sub-total [FTE]
18.37
10.18
60.81
16.86
67.06
17.36



Cost [£M] 
0.99 
0.55
3.28
0.91
£3.62
0.94



Totals [FTE]
28.55

77.67

84.43

146.24
44.40

Cost [£M]
£1.54m

£4.19m

£4.56m




Grand Total






190.64
£10.29m

We have been requested to scope the programme in the range of £15-20M. This is at the point where elements of the Middleware (Component 3) and Exploitation (Component 4) need to be considered. 

1.1.1 Component 4: Exploitation

The experiments must develop their applications in order that they move from bespoke solutions for their analysis needs to full Grid functionality. The experience of undertaking this exercise and using the Grid infrastructure in earnest, will offer excellent experience for other disciplines. Component 4 is focused on providing the applications to deliver the science using the Grid infrastructure.

Components 1 to 4 must be funded, as an absolute minimum, in order for the GridPP programme to be realised.

1.1.2 £20M: Reduction of Component 4 by 5%

In order to meet the requirement of achieving a coherent programme within a £20M budget we have investigated sources of a £1M reduction in components 1-4. 

A reduction of the CERN budget by £0.3M from £7M to £6.7M would focus on X?

A reduction of the capital budget by £0.3M from £3.2M to £2.9M could be achieved by reducing hardware costs by 5% in each year.

A scaling of the WorkGroup packages by 96% would save a further £0.4M: decisions on how to implement such a reduction would depend upon progress made in different WorkGroups. We note that the established commitment to the EU DataGrid would not be cut and the focus would be on additional elements of the programme. Once a level of funding is approved, the detailed work packages will be put out to tender by the GridPP project management and all groups will be invited to bid for this work. Bids will be fully peer reviewed and will be selected on the basis of competence, commitment and current involvement of the groups.

1.1.3 £17M: Omission of Component 4

Do we want to discuss an intermediate level of funding? If so experiment objectives is hit hardest…

1.1.4 £15M: Omission of Component 4 and Reduction of Middleware Development

We assume CERN is reduced to 6m; the UK capital is reduced to 2.45m;

the experimental objectives is reduced by half; and the rest scaled by 50%..
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Figure 1: Breakdown of GridPP Resources. The WorkGroups are: A Workload Management;      B Information Services and Data Management; C Monitoring Services; D Fabric Management and Mass Storage; E Security Development; F Network Development; G Prototype Grid;             H Software Support; I Experimental Objectives; J Dissemination; K CERN.                                 The EU DataGrid components are marked by an asterisk

1.2 Experiment Objectives 

Intro – context… focus in the document was on the LHC programme. Emphasise what we mean by “Grid-enablement” of experiments and how this will be achieved? [Nick]

The US collider experiments (D0 and CDF at Fermilab and BaBar at SLAC) are already in the data-taking phase and are developing distributed analysis environments in a Grid context. These collaborations are involved with Grid projects in the US, such as GriPhyn and PPDG. They will provide an important testing ground for the future developments of the LHC computing model.

The D0 experiment has developed a sophisticated data-handling tool known as SAM. The UK is implementing job submission and resource management aspects into SAM; this involves incorporating CONDOR-G, a Grid enabled submission mechanism. The project is being carried out in the context of the GriPhyn project and in close collaboration with the CONDOR team, based at Wisconsin University. Other UK personnel on D0 are heavily involved with Grid interfaces to mass storage elements within PPDG. Contacts are already developing between this work and the UK led DataGrid work package in this area. BaBar will develop, in the UK, a Tier-A processing centre that will meet a significant fraction of the whole collaboration’s computing needs. Working directly with PPDG, the Globus storage request broker will be implemented at this centre. In addition, there is currently being commissioned an UK distributed Monte Carlo production system based on 9 PC farms. It is planned that this production system will be integrated into the Grid environment. BaBar plan to use the PPDG/Globus tools for bulk data transfer and the UK currently co-ordinates the BaBar developments in this area. CDF are a more mature experiment than either D0 or BaBar and, as a consequence, already have a major investment in their software environment. Even so, the UK is driving forward the CDF Grid effort in collaboration with US institutes. Work has already begun to make Grid aware the CDF disk inventory manager using LDAP. Support through GridPP for the CDF developments would allow these efforts to meet their full potential and spawn possible future funding in the US for CDF Grid effort.

The UK is playing a leading role in developing the middleware of the DataGrid. It is equally important that the UK take advantage of their prominent positions with the experimental collaborations in order to ensure that GridPP is taking a leading role in stress testing and utilising the developing tools. Not only should the UK build on its leadership within the LHC experiments, in the context of the DataGrid project, but should also exploit its prominent position within the US collider experiments in the area of Grid computing. This would enable important links to be forged between the EU DataGrid project, through GridPP, and the GriPhyn and PPDG projects in the States; thus encouraging a closer co-operation.

2. Grid Architecture

Our overall aim is to make sure that the Grid is a reality for PP in the UK and we feel that the best way to achieve this is by making individual contributions to architectures via our links to the Global Grid Forum (GGF), EU DataGrid, PPDG and GriPhyN. GridPP does not plan to have its own architecture body. 

We support the GGF in its attempts to promote best practices and to establish standards and will take particular note of the activities of the recently formed architecture group within the GGF. We expect to see standards emerge over the next few years and we are especially concerned that architectures should be capable of evolution.

We have a strong link to the Architecture Task Force (ATF) of the EU DataGrid, with three members on that body, one of whom is currently the chair.

We also have direct links to the National e-Science Centre and five of the eight Regional e-Science Centres, which will provide a forum for Architecture development in the future. The National Centre Director and the Chief Software Architect who supports the development of the research strategy will have an important role in ensuring the evolutionary capabilities of the architecture.

The GGF Grid Protocol Architecture Working Group draft charter is noted below. Various members of GridPP will be attending the GGF meeting in Washington and contributing to discussions in the Grid Protocol Architecture Working Group. The GridPP project leader is a member of this Working Group and will provide a link to ensure that the architecture adopted by GridPP is fully consistent with that developed in the Grid Forum.

2.1 GGF Grid Protocol Architecture Working Group

2.1.1 Draft Charter

The role of the Grid Protocol Architecture Working Group is to provide a conceptual framework for discussing the interrelationships, completeness, and minimality of the protocol approach to Grid services that is coming out of GF.

2.1.2 Proposed Goals

Define an architecture for the protocols, services, and API model of Grids. 

Draft an architecture document which will identify Grid functions and services, and their relationship to applications, resources, and the other services. The document will also attempt to identify a minimally complete set of functions and services. 

Examine the work of the other WGs in the context of this architecture and comment on both minimality and completeness of the overall GF work. 

· document missing protocols in a way that encourages action in existing WGs or creation of new WGs 

· document what appears to be non-minimal elements and modify the architecture and/or convey these observations to the WGs.

Examine and document the relationship of the GPA architecture with respect to other approaches such as CORBA, peer-to-peer, etc.

3. GridPP Financial Comparison with other Grid Projects

It is difficult to compare the Grid projects of other countries because of different policies on funding of staff and different profiles of spend. The following information has been determined from a meeting of the HEP-CCC in Lecce (June X), where GridPP was represented and focuses on the investment in Tier1 Regional Centres and associated Tier2 Centres in various countries.

3.1 US

3.1.1 CMS

The US plans a Tier1 RC and 5 Tier2 centres for CMS. A prototype RC will be built during 2000-04, with full deployment during 2005-7 (30:30:40 funding profile)

Staff estimates for the Tier1 RC are 14 FTE by 2003, reaching 35 FTE in 2007.

Total Costs for Tiers 1 and 2 for 2001-2004 are $M(3.5, 4, 5.5, 8.5).

Integrated costs to 2006 $54.7M Just for hardware and software and support for CMS. In addition, GriPhyN and PPDG (described in section 4) will also contribute to US LHC work. Currently approved budgets are GriPhyN1 $12.5M, GriPhyN2 $25M

3.1.2 Atlas

Atlas plans a similar structure of Tier1 and 5 Tier2 centres. No access to detailed costs but estimates of the size of the RCs is the same for cpu, less for disk and more for tape.

3.2 France

France plans a Tier1 RC for all 4 LHC experiments at CC-IN2P3 in Lyon and LHC prototype starting now. The size is similar to a prototype Tier1 defined in the CERN Hoffmann report. Estimates but no details of manpower have been determined for IN2P3.

2Meuro/year for French National Grid assigned now by ministerial action. . CC-IN2P3 also working on BaBar TierA centre and Grid work with BaBar. The Tier1/A work will be a major part of CC-IN2P3 work in future years. Their annual budget is 8Meuro and 40FTE.

3.3 Germany

Karlsruhe run a large computer centre for a variety of disciplines (50FTE and 11Meuro annual budget). The Tier1 RC for Germany will be sited there. It will make use of existing infrastructure with 8 additional staff and 12Meuro for hardware assigned up to 2006. This is for Tier1 only and provides no experimental support.

3.4 Italy

Italy plans a Tier1 RC and a prototype starting now in CNAF, Bologna. Hardware plans are more aggressive than UK. 15.9Meuro is allocated during 2001-3 for Tier1 hardware and outsourced staff. Additional staff for Tier1 support (7; 21; 25 FTE for each year). They also plan 10 Tier2 RCs at 1Meuro/year. A 23Meuro budget has already been allocated.

4. US Grid Project Collaborations

4.1 General/Summary

· GridPP has formally engaged with the major grid projects in the US: GriPhyN, PPDG and lately iVDGL: we have agreed at high level to work with these projects, we have identified areas of collaboration already in progress and natural areas of collaboration to develop.

· In almost all cases the people involved in this work on both sides of Atlantic are already well known to each other, since the work covers an area of worldwide expertise which has already been developed.

· These engagements overlap with, and are consistent with the relation between these US projects and the EU DataGRID: the people involved are already working in a global environment.

· Two members of GridPP participate and enact within the DataGrid-Globus coordination group.

· Contact with the Condor team, an important element within WorkGroup A development, is also maintained via direct contact.

4.2 GriPhyN

GriPhyN is the major Grid technology development project in the US, which embodies Particle Physics applications as well as other fields.

We have spoken in various contexts with the GriPhyN management, and individuals working in specific areas and have identified the following areas:

· SAM/Condor: V.White, M.Livny and J.Schopf have visited ICSTM to discuss collaboration on resource management and scheduling. As a result of these discussions they are implementing a condor and submission mechanism in SAM (the Fermilab data storage and retrieval tool). This work will continue probably to implement a condor_g submission mechanism so allowing remote submission of SAM jobs. This work will probably be done in collaboration with the Condor group as part of the PPDG deliverable. (All the "probably" were introduced after this afternoons discussion it has been suggested that D0 may avoid Globus altogether and just use Condor if so we will continue in along this route). Our involvement in this work will hopefully lead to a level of coherence between the EU and US grid projects in areas such as the JDL. This will be of great benefit to the user community.

· Globus: A person in the UK is now collaborating with the Globus as responsible for software release packaging into RPM distributions. These form the core of the DataGRID testbed installation scheme.

· Transatlantic high performance networking: This will go forward as soon as staff are in place. This overlaps strongly with DataTAG described separately below. Currently a three-person UK task force is liaising with I. Foster.

· We are keen to deploy and pilot two innovative areas: 

· High performance data transport applications (reliable sustained transfer across high bandwidth-delay routes at 1 Gbit/s). This involves deployment of TCP tuning mechanisms, and diagnostic monitoring. The aim is to make 100 Mbit/s and then 1 Gbit/s transport “available to the user”

· Novel network services, and in particular demonstrate QoS services at the middleware level across Grid domains. This by definition engages the network providers from end to end (UKERNA, DANTE, CERN-US link, ESNET, Abilene).

· Network monitoring and GRIS publication: the UK is responsible for the network monitoring services for the DataGrid. This means measurement of basic characterisation quantities (delay, loss, TCP throughput), logging, and publication into the GRIS system. This is an area where some work has taken place in GriPhyN and we have initiated contact to work coherently.

4.3 PPDG

PPDG focuses more strongly on HEP applications, and particularly the near term requirements of CDF, D0 and BaBar. The respective GridPP groups are naturally an integral part of this work. All experiments have significant data handling requirements already, and will continue to do so for several years.

· BaBar (SLAC): BaBar are investigating the use of Globus/SRB (Storage Request Broker from SDSC) for Grid-enabled data access. In the UK, CLRC is independently evaluating SRB for the UK National Grid. BaBar, BaBar-UK, SLAC Computing Service (SCS) and CLRC are already collaborating on BaBar datadistribution. This collaboration will grow to cover SRB work if the initial tests are encourganing. As CLRC will be a contracted Tier-A processing centre this topic will be important to both sides. The SRB collaboration has not started yet, but when it does will necessarily involve several of the currently working UK people to collaborate with PPDG.

· D0 (FNAL): D0 has also committed to data processing being reliant on the Grid based upon SAM. This overlaps with the GriPhyN SAM/Condor work mentioned above. A three-person US-UK will work on storage elements within PPDG (specifically Grid interfaces to ENSTORE). GridPP members will extend the work on resource management and scheduling to PPDG and have discussed this with R. Pordes.

· CDF (FNAL): CDF so far has not committed to the Grid for mainstream data processing. However, we are working to establish an integrated programme within the UK using generic middleware tools.

4.4 iVDGL

The iVDGL is an essential part of the US HEP Grid programme, which we support and expect to be funded. The iVDGL seeks to link similar Grid domains on a global scale. The DataGRID and GridPP see this as the correct and essential way forward. So far:

· We have held discussions with the iVDGL management;

· Members of GridPP are principal investigators of the DataTAG project (submitted to EU and recently approved to move forward to contract negotiation).

This will:

(i) provide a high performance transatlantic network connection to link EU and US Grid projects;

(ii) further develop high performance networking with a strong overlap to the work described under GriPhyN above; and

(iii) address inter-grid interoperability issues.

4.5 InterGrid Co-ordination Group

“International HENP Grid Coordination & Joint Development Framework”

Strategic co-ordination of Particle Physics Grid projects has been the subject of meetings between representatives from EU-DataGrid, GriPhyN, PPDG and Asian activities. So far these have taken place in Amsterdam (March 2001) and Rome (June 2001). The UK has been represented by Robin Middleton and by Jim Sadlier (PPARC). It is foreseen that in future PPARC will be represented by the Director    e-Science. The group also has amongst its members the Principal Investigators of the Globus and Condor projects. The next meeting is foreseen to be in October, again in Rome.

4.5.1 Structure

After much discussion it has been agreed to operate a 2-tier structure. The first part is a Management Board responsible for overall co-ordination. The second part is a Technical Board charged with ensuring that all technical issues are covered either by launching task forces of domain experts, by ensuring joint activities of existing projects or by requesting new (joint) projects (the latter being  passed to the Management Board for approval and initiation). The exact terms of reference of these two bodies are currently being developed.

An additional tier of common projects management has also been discussed, but deemed to be of limited benefit, since such bodies would have no direct resources but would in any case rely on the funding available through core participants.

The existing body is to become the Management Board and nominations are currently sought for the Technical Board (6 US, 6 Europe, 2 Asia) in order that it may start its work before the end of the summer.

4.5.2 Aims

The overall aim of the co-ordination is primarily to promote common activities with a view to ensuring seamless interfaces for applications in the various countries and to avoid (or at least minimising) duplication. To date it has been decided to promote joint testbeds, grid architecture co-ordination and to work for a common Open Source license structure. The DataTAG project and its association with iVDGL is in part a consequence of this co-ordination activity.

4.5.3 Open Source License

Work has also progressed on software licensing issues with an outline for a Consortium for Open Grid Software (COGS) having been discussed. Associated Open Source license text is already available and has been distributed to participating institutes of GridPP for comment and feedback. It is foreseen that developments of the EU DataGrid will be made available under this license.

4.6 Common Testbeds

As part of the first testbed release of the EU DataGrid project it is planned to have the direct participation of up to 4 sites in the US in the testbed and is anticipated to include at least the prototype Tier-1 centres. The GridPP prototype activities will this be fully linked with this.

4.7 Future

The general policy, as GridPP gets underway, will be to identify the Grid components required to meet the GridPP goals. We will then actively seek to coordinate closely with the US grid projects in order to benefit from existing R&D and avoid unnecessary duplication. We expect this approach to enable further mutually beneficial collaboration.

Note this policy will also naturally include other UK resources outside of GridPP such as the National and Regional e-Science Centre infrastructure. 

To a great extent this stated policy will be formalised through participation in the InterGrid Co-ordination Group, whose job will be to ensure proper collaboration takes place wherever appropriate. 

5. Development of links with Industry

5.1 Introduction

The PP community intends to build upon its existing links with industry. Industrial partners are already working with PP groups in JREI and JIF projects, in particular in the provision of compute-engines and mass-storage facilities. These facilities are part of the core infrastructure for the national GridPP, and the industrial partners have joined with us to gain from our experiences. The current investment in hardware and associated industrial partnership is shown in Table 2.

Collaboration
Cost [M£]
Industrial Partner
Funding

BaBar (Birmingham, Bristol, Brunel, Edinburgh, Imperial, Liverpool, Manchester,QMUL, RAL, RHUL)
0.8

1.0
Sun
JREI

JIF

MAP (Liverpool )
0.3

JREI

ScotGrid (Edinburgh, Glasgow)
0.8
IBM
JREI

D0 (Lancaster)

0.4

0.1

JREI

Univ.

Dark Matter (Sheffield)
0.03

JIF

CDF/Minos (Glasgow, Liverpool, Oxford, UCL)
1.7
IBM
JIF

CMS (Imperial)
0.15

JREI

ALICE (Birmingham)
0.15

JREI

Total
5.4



Table 2: External Funds (additional to PPARC Grants and central facilities) providing computing equipment and the basis for Industrial Partnership
Our objectives with respect to Industrial Partnership are to:

· Help us develop the Grid:

· Supply hardware - PCs, Disks, Mass Storage, Networking etc

· Supply software, middleware, management systems, databases etc

· Use the Grid for themselves:

· Collaborative Engineering

· Massive simulation

· Federating their own worldwide databases

· Sell or develop the Grid for others:

· Computation Services, Data services etc
5.2 IBM-UK

As part of its growing commitment to the Grid, IBM has dedicated resources through various collaborations with Institutes throughout the UK. The process of identifying common for IBM’s existing strategic development areas in e-Utilities, e-business (project eLiza), e-markets and Intelligent Infrastructure with respect to the Grid architecture has started. Figure 3 illustrates this relation: there is a clear mapping of the Collective, Resource, Connectivity and Fabric layers to the Middleware WorkGroups in GridPP. Various Institutes are currently identifying areas of common interest.
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Figure 3: Layers within the Grid mapping to IBM technologies. Each one of the layers will have its own Application Programming Interfaces (APIs) and Software Development Kits (SDKs).
An early example of a collaborative project with IBM-UK is the development of a Producer/Consumer model for the Grid Monitoring Architecture (GMA), interfaced to an SQL service. This relational model enables both live and archived monitoring data to be efficiently queried with a common interface. The GGF performance architecture does not currently specify the protocol between the Producer and Consumer: the relational model has been developed consistent with the GMA and was recently demonstrated at the Oxford EU DataGrid Meeting.

We envisage a close relationship in the development of the Fabric, Connectivity and Resource layers with vendors for the UK Tier centres. We also envisage relationships with database providers such as Objectivity, Oracle, MySQL and PostgreSQL from the Application and Collective layers. The PP community will take the best advantage of the opportunities of industrial liaison to enhance GridPP, and in turn will pro-actively seek to aid the transfer of technologies, rather than being a passive application driver.

6. APPENDIX

6.1 Deliverable Requirements

Table 2 is a compilation of the deliverables from all the WorkGroups, ordered by component and updated with respect to Table 3 of the Proposal to include individual FTE requirements matched to each of the deliverables. The deliverable definitions are considered in more detail in section 14 of the Proposal.

Component
WG
Name
Funding

FTE

[yr]

1
A
Installation and test job submission via scheduler
UKDG
0.50

1
A
Planning and Management
UKPP
1.50

1
A
Develop JCL/JDL
UKPP
0.50

1
B
Develop Project Plan, Coord. + Manage
EU
1.50

1
B
Schema Repository
UKDG
1.50

1
B
Releases A
UKDG
0.50

1
C
Release for Testbed-1
EU
1.50

1
C
Release for Testbed-2
EU
1.50

1
C
Release for Testbed-3
EU
1.20

1
C
Evaluation Report
EU
0.30

1
C
Evaluation Report
UKDG
0.90

1
D
Evaluation and API Design
EU
0.50

1
D
Prototype API
EU
0.50

1
D
Further Refinement and testing of API
EU
1.00

1
D
COTS systems development B
UKDG
1.50

1
D
Definition of Metadata
UKDG
0.30

1
D
Prototype Metadata
UKDG
0.30

1
D
Metadata refinement and testing
UKDG
0.70

1
D
Tape Exchange Prototype Version
UKDG
0.75

1
D
Develop project plan
UKPP
0.10

1
D
Integration of existing fabric
UKPP
3.50

1
D
Fabric benchmarking/evaluation 
UKPP
1.00

1
D
User Portals
UKPP
0.50

1
D
Fabric demonstrator(s)
UKPP
1.00

1
E
Gather requirements
UKPP
0.20

1
E
Survey and track technology
UKPP
0.50

1
E
Design, implement and test
UKPP
1.60

1
E
Integrate with other WG/Grids
UKPP
0.66

1
E
Management of WG
UKPP
0.25

1
E
DataGrid Security
UKPP
0.50

1
F
Net-1-A
UKDG
1.00

1
F
Net-2-A
UKDG
0.50

1
F
Net-4-A
UKDG
1.50

1
F
Net-1-B
UKPP
2.00

1
F
Net-2-B
UKPP
1.00

1
F
Net-4-B
UKPP
1.50

1
G
Management
EU
3.00

1
G
GRID IS
UKPP
4.50

1
G
Network ops
UKPP
1.50

1
G
Tier-1 centre ops
UKPP
17.50

1
H
Deployment tools
UKDG
2.00

1
H
Globus support
UKDG
2.00

1
H
Testbed team
UKDG
1.50

1
H
Management
UKDG
3.00

1
H
Deployment tools
UKPP
2.50

1
H
Globus support
UKPP
4.00

1
H
Testbed team
UKPP
1.50

1
J
Begin foundational package A
UKPP
2.00

1
K
Support prototypes
CERN
3.00

1
K
Extension of Castor for LHC capacity, performance
CERN
5.00

1
K
Support prototypes
CERN
3.00

1
K
Fabric network management, and resilience
CERN
2.00

1
K
Support fabric prototypes
CERN
2.00

1
K
High bandwidth WAN – file transfer/access performance
CERN
3.00

1
K
WAN traffic instrumentation & monitoring 
CERN
2.00

1
K
Grid authentication – PKI 
CERN
1.00

1
K
Authorisation infrastructure for Grid applications – PMI
CERN
2.00

1
K
Base technology for collaborative tools
CERN
2.00

1
K
Support for grid prototypes
CERN
2.00

1
K
Evaluation of emerging object relational technology
CERN
2.00

2
A
Installation and test job submission via scheduler
UKPP
0.40

2
B
Query Optimsation and Data Mining A
UKPP
0.90

2
C
Technology Evaluation
UKDG
0.50

2
C
Evaluation Report
UKPP
0.30

2
D
Implementation of production metadata
EU
0.70

2
D
Implementation of Production API
UKDG
1.00

2
E
Production phase
UKPP
1.00

2
F
Net-2-C
UKDG
0.50

2
F
Net-3-A
UKDG
1.00

2
F
Net-2-D
UKPP
1.00

2
F
Net-2-G
UKPP
1.00

2
G
Security operations
UKPP
3.00

2
G
GRID IS
UKPP
1.50

2
G
Tier-1 centre ops
UKPP
9.50

2
H
Upper middleware/application support
UKDG
5.50

2
H
Upper middleware/application support
UKPP
4.50

2
J
Focus and engage A
UKPP
2.00

2
K
LAN performance
CERN
1.00

2
K
High bandwidth firewall/defences
CERN
2.00

3
A
Further testing and refinement
UKDG
1.00

3
A
Modify SAM
UKPP
1.00

3
A
Profiling HEP jobs and scheduler optimisation
UKPP
1.50

3
A
Super scheduler development
UKPP
0.50

3
B
Directory Services
EU
3.00

3
B
Distributed SQL Development
UKDG
4.00

3
B
Data Replication
UKDG
1.50

3
B
Query Optimsation and Data Mining B
UKPP
0.60

3
B
Releases B
UKPP
2.00

3
B
Liason
UKPP
2.50

3
C
Architecture & Design
UKDG
0.50

3
C
Technology Evaluation
UKDG
0.50

3
C
Release for Testbed-2
UKPP
1.80

3
C
Release for Testbed-3
UKPP
2.10

3
D
Tape Exchange Production Version
EU
0.30

3
D
Tape Exchange evaluation & design
UKDG
0.50

3
D
Design Refinement
UKDG
0.50

3
D
Tape Exchange Production Version
UKDG
0.45

3
D
Fabric Management Model
UKPP
0.10

3
D
Establish ICT-industry leader partnerships
UKPP
0.10

3
D
COTS systems development A
UKPP
1.50

3
D
Proprietary systems development
UKPP
1.00

3
D
FM information dissemination
UKPP
0.20

3
D
Evaluation Report
UKPP
1.50

3
E
Architecture
UKPP
0.25

3
E
Security development
UKPP
0.75

3
E
DataGrid Security development
UKPP
0.75

3
F
Net-2-E
UKDG
1.00

3
F
Net-3-B
UKDG
0.50

3
F
Net-2-F
UKPP
1.00

3
H
Globus development
UKDG
1.50

3
H
S/w development support
UKDG
1.50

3
H
Upper middleware/application support
UKDG
4.00

3
J
Begin production phase A
UKPP
3.00

3
J
QCDGrid – full Grid access of lattice datasets
UKPP
3.00

3
K
Scalable fabric error and performance monitoring system
CERN
1.00

3
K
Automated, scalable installation system
CERN
2.00

3
K
Automated software maintenance system
CERN
1.00

3
K
Scalable, automated (re-)configuration system
CERN
1.00

3
K
Automated, self-diagnosing and repair system
CERN
2.00

3
K
Implement grid-standard APIs, meta-data formats
CERN
2.00

3
K
Data replication and synchronisation
CERN
3.00

3
K
Performance and monitoring of wide area data transfer
CERN
3.00

3
K
Integration of LAN and Grid-level monitoring
CERN
1.00

3
K
Adaptation of databases to Grid replication and caching
CERN
5.00

3
K
Preparation of training courses, material
CERN
4.00

3
K
Adaptation of application – science A
CERN
3.00

3
K
Adaptation of application – science B
CERN
3.00

4
I
ATLAS
UKPP
8.00

4
I
CMS
UKPP
9.50

4
I
LHCb
UKPP
9.00

4
I
ALICE
UKPP
2.50

4
I
BaBar
UKPP
6.00

4
I
UKDMC
UKPP
3.00

4
I
H1
UKPP
1.50

4
I
CDF
UKPP
4.68

4
I
D0
UKPP
2.00

4
I
ZEUS
UKPP
0.00

4
K
Provision of basic physics environment for prototypes
CERN
2.00

4
K
Support of grid testbeds
CERN
5.00

4
K
Adaptation of physics core software to the grid environment
CERN
6.00

4
K
Exploitation of the grid environment by physics applications
CERN
6.00

4
K
Support for testbeds
CERN
3.00

Table 2: Deliverables as a function of Component.
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� “UKDG” is PPARC funding specifically for the EU DataGrid project, “UKPP” is PPARC funding for GridPP with the DataGrid component excluded, “CERN” is PPARC funding for CERN-based activities, “EU” is external funding from the EU.





21

[image: image3.wmf]G: Prototype Grid

9.7%

H: 3.2%

CERN Hardware

6.8%

I:  11.9%

CERN Staff

27.0%

UK Managers 1.9%

UK Capital

15.3%

C

1.1%

H*:  5.4%

B

1.5%

A

1.4%

A*

0.4%

B*

1.9%

C*

0.6%

D

2.7%

D*

1.5%

E

1.7%

F

1.9%

F*

1.5%

J

2.6%

Work Groups A - F

Software

 Support

Experiment

Objectives

Component-4

_1056278208.xls
Table-A

				Oct-01		Apr-02		Apr-03

		£m		to Apr-02		to Apr-03		to Apr-04		Totals

		Managers

				0.08		0.16		0.16		0.41

		Tier Centres

		Staff		0.30		0.81		1.35		2.46

		Capital		1.06		0.87		1.03		2.96

		Work Groups

		Staff		1.24		3.38		3.21		7.84

		Capital		0.05		0.10		0.10		0.24

		CERN Component

		Staff		0.80		2.63		2.23		5.67

		Capital		0.38		0.47		0.56		1.42

		Totals		3.91		8.43		8.64		20.98





Table-B

								Staff Years		PPARC Funded (Cmp 1-4)

								Work Group		Year-1				Year-2				Year-3								Total

										GridPP		EUDG		GridPP		EUDG		GridPP		EUDG						GridPP		EUDG

								A		1.12		0.50		2.15		0.25		2.13		0.75						5.40		1.50

								B		0.70		0.51		2.20		4.11		3.10		2.88						6.00		7.50

								C		0.00		1.50		1.80		0.00		2.40		0.90						4.20		2.40

								D		2.25		0.00		3.50		0.75		4.75		0.75						10.50		1.50

								D		0.00		1.60		0.00		1.45		0.00		1.45						0.00		4.50

								E		1.10		0.00		2.66		0.00		2.70		0.00						6.46		0.00

								F		1.70		1.13		3.07		2.27		2.73		2.60						7.50		6.00

								G		3.50		0.00		14.00		0.00		20.00		0.00						37.50		0.00

								H		1.50		4.93		5.25		8.03		5.75		8.03						12.50		21.00

								I		4.50		0.00		21.18		0.00		20.50		0.00						46.18		0.00

								J		2.00		0.00		5.00		0.00		3.00		0.00						10.00		0.00

								Sub-total		18.37		10.18		60.81		16.86		67.06		17.36

								Cost		£0.99m		£0.55m		£3.28m		£0.91m		£3.62m		£0.94m

								Totals		28.55				77.67				84.43								146.24		44.40

								Cost		£1.54m				£4.19m				£4.56m

								Grand Total										190.64		£10.29m								190.64

		SY's		Allocated

		Cmpnt		PPARC

		1		68.21

		2		33.60

		3		42.65

		4		46.18

		5		36.42

		Total (1-4)		190.64





NewTable

		Component		WG		Name		Funding		FTE

		1		A		Installation and test job submission via scheduler		PPARC		0.50

		1		A		Planning and Management		PPARC		1.50

		1		A		Develop JCL/JDL		PPARC		0.50

		1		B		Develop Project Plan, Coord. + Mange		External		1.50

		1		B		Schema Repository		PPARC		1.50

		1		B		Releases A		PPARC		0.50

		1		C		Release for Testbed-1		External		1.50

		1		C		Release for Testbed-2		External		1.50

		1		C		Release for Testbed-3		External		1.20

		1		C		Evaluation Report		External		0.30

		1		C		Evaluation Report		PPARC		0.90

		1		D		Evaluation and API Design		External		0.50

		1		D		Prototype API		External		0.50

		1		D		Further Refinement and testing of API		External		1.00

		1		D		COTS systems development B		PPARC		1.50

		1		D		Definition of Metadata		PPARC		0.30

		1		D		Prototype Metadata		PPARC		0.30

		1		D		Metadata refinement and testing		PPARC		0.70

		1		D		Tape Exchange Prototype Version		PPARC		0.75

		1		D		Develop project plan		PPARC		0.10

		1		D		Integration of existing fabric		PPARC		3.50

		1		D		Fabric benchmarking/evaluation		PPARC		1.00

		1		D		User Portals		PPARC		0.50

		1		D		Fabric demonstrator(s)		PPARC		1.00

		1		E		Gather requirements		PPARC		0.20

		1		E		Survey and track technology		PPARC		0.50

		1		E		Design, implement and test		PPARC		1.60

		1		E		Integrate with other WG/Grids		PPARC		0.66

		1		E		Management of WG		PPARC		0.25

		1		E		DataGrid Security		PPARC		0.50

		1		F		Net-1-A		PPARC		1.00

		1		F		Net-2-A		PPARC		0.50

		1		F		Net-4-A		PPARC		1.50

		1		F		Net-1-B		PPARC		2.00

		1		F		Net-2-B		PPARC		1.00

		1		F		Net-4-B		PPARC		1.50

		1		G		Management		External		3.00

		1		G		GRID IS		PPARC		4.50

		1		G		Network ops		PPARC		1.50

		1		G		Tier-1 centre ops		PPARC		17.50

		1		H		Deployment tools		PPARC		2.00

		1		H		Globus support		PPARC		2.00

		1		H		Testbed team		PPARC		1.50

		1		H		Management		PPARC		3.00

		1		H		Deployment tools		PPARC		2.50

		1		H		Globus support		PPARC		4.00

		1		H		Testbed team		PPARC		1.50

		1		J		Begin foundational package A		PPARC		2.00

		1		K		Support prototypes		PPARC		3.00

		1		K		Extension of Castor for LHC capacity, performance		PPARC		5.00

		1		K		Support prototypes		PPARC		3.00

		1		K		Fabric network management, and resilience		PPARC		2.00

		1		K		Support fabric prototypes		PPARC		2.00

		1		K		High bandwidth WAN – file transfer/access performance		PPARC		3.00

		1		K		WAN traffic instrumentation & monitoring		PPARC		2.00

		1		K		Grid authentication – PKI		PPARC		1.00

		1		K		Authorisation infrastructure for Grid applications – PMI		PPARC		2.00

		1		K		Base technology for collaborative tools		PPARC		2.00

		1		K		Support for grid prototypes		PPARC		2.00

		1		K		Evaluation of emerging object relational technology		PPARC		2.00						108.3

		2		A		Installation and test job submission via scheduler		PPARC		0.40

		2		B		Query Optimsation and Data Mining A		PPARC		0.90

		2		C		Technology Evaluation		PPARC		0.50

		2		C		Evaluation Report		PPARC		0.30

		2		D		Implementation of production metadata		External		0.70

		2		D		Implementation of Production API		PPARC		1.00

		2		E		Production phase		PPARC		1.00

		2		F		Net-2-C		PPARC		0.50

		2		F		Net-3-A		PPARC		1.00

		2		F		Net-2-D		PPARC		1.00

		2		F		Net-2-G		PPARC		1.00

		2		G		Security operations		PPARC		3.00

		2		G		GRID IS		PPARC		1.50

		2		G		Tier-1 centre ops		PPARC		9.50

		2		H		Upper middleware/application support		PPARC		5.50

		2		H		Upper middleware/application support		PPARC		4.50

		2		J		Focus and engage A		PPARC		2.00

		2		K		LAN performance		PPARC		1.00

		2		K		High bandwidth firewall/defences		PPARC		2.00						37.3

		3		A		Further testing and refinement		PPARC		1.00

		3		A		Modify SAM		PPARC		1.00

		3		A		Profiling HEP jobs and scheduler optimisation		PPARC		1.50

		3		A		Super scheduler development		PPARC		0.50

		3		B		Directory Services		External		3.00

		3		B		Distributed SQL Development		PPARC		4.00

		3		B		Data Replication		PPARC		1.50

		3		B		Query Optimsation and Data Mining B		PPARC		0.60

		3		B		Releases B		PPARC		2.00

		3		B		Liason		PPARC		2.50

		3		C		Architecture & Design		PPARC		0.50

		3		C		Technology Evaluation		PPARC		0.50

		3		C		Release for Testbed-2		PPARC		1.80

		3		C		Release for Testbed-3		PPARC		2.10

		3		D		Tape Exchange Production Version		External		0.30

		3		D		Tape Exchange evaluation & design		PPARC		0.50

		3		D		Design Refinement		PPARC		0.50

		3		D		Tape Exchange Production Version		PPARC		0.45

		3		D		Fabric Management Model		PPARC		0.10

		3		D		Establish ICT-industry leader partnerships		PPARC		0.10

		3		D		COTS systems development A		PPARC		1.50

		3		D		Proprietary systems development		PPARC		1.00

		3		D		FM information dissemination		PPARC		0.20

		3		D		Evaluation Report		PPARC		1.50

		3		E		Architecture		PPARC		0.25

		3		E		Security development		PPARC		0.75

		3		E		DataGrid Security development		PPARC		0.75

		3		F		Net-2-E		PPARC		1.00

		3		F		Net-3-B		PPARC		0.50

		3		F		Net-2-F		PPARC		1.00

		3		H		Globus development		PPARC		1.50

		3		H		S/w development support		PPARC		1.50

		3		H		Upper middleware/application support		PPARC		4.00

		3		J		Begin production phase A		PPARC		3.00

		3		J		QCDGrid – full Grid access of lattice datasets		PPARC		3.00

		3		K		Scalable fabric error and performance monitoring system		PPARC		1.00

		3		K		Automated, scalable installation system		PPARC		2.00

		3		K		Automated software maintenance system		PPARC		1.00

		3		K		Scalable, automated (re-)configuration system		PPARC		1.00

		3		K		Automated, self-diagnosing and repair system		PPARC		2.00

		3		K		Implement grid-standard APIs, meta-data formats		PPARC		2.00

		3		K		Data replication and synchronisation		PPARC		3.00

		3		K		Performance and monitoring of wide area data transfer		PPARC		3.00

		3		K		Integration of LAN and Grid-level monitoring		PPARC		1.00

		3		K		Adaptation of databases to Grid replication and caching		PPARC		5.00

		3		K		Preparation of training courses, material		PPARC		4.00

		3		K		Adaptation of application – science A		PPARC		3.00

		3		K		Adaptation of application – science B		PPARC		3.00						76.9

		4		I		ATLAS		PPARC		8.00

		4		I		CMS		PPARC		9.50

		4		I		LHCb		PPARC		9.00

		4		I		ALICE		PPARC		2.50

		4		I		BaBar		PPARC		6.00

		4		I		UKDMC		PPARC		3.00

		4		I		H1		PPARC		1.50

		4		I		CDF		PPARC		4.68

		4		I		D0		PPARC		2.00

		4		I		ZEUS		PPARC		0.00

		4		K		Provision of basic physics environment for prototypes		PPARC		2.00

		4		K		Support of grid testbeds		PPARC		5.00

		4		K		Adaptation of physics core software to the grid environment		PPARC		6.00

		4		K		Exploitation of the grid environment by physics applications		PPARC		6.00

		4		K		Support for testbeds		PPARC		3.00						68.2

		5		I		ATLAS		PPARC		5.07

		5		I		CMS		PPARC		5.50

		5		I		LHCb		PPARC		5.00

		5		I		BaBar		PPARC		2.00

		5		I		CDF		PPARC		1.50

		5		I		D0		PPARC		1.30

		5		J		Value added through Comp. Sci. A		PPARC		16.05

		5		K		Lambda switching prototypes		PPARC		3.00

		5		K		Security monitoring in a Grid environment		PPARC		2.00

		5		K		Portal prototyping		PPARC		3.00

		5		K		Integration of & performance issues with mass storage management at different testbed sites		PPARC		3.00

		5		K		Support of the simulation framework		PPARC		5.00

		5		K		Development of the simulation framework		PPARC		5.00

		5		K		Adaptation to and exploitation of grid environment		PPARC		5.00

		5		K		Development of portal components		PPARC		3.00

		5		K		Development of the base framework		PPARC		2.00

		5		K		Middleware packaging for other sciences		PPARC		5.00

		5		K		Middleware support for other sciences		PPARC		4.00

		5		K		Bibliographic metadata		PPARC		4.00						80.4

														Cmp 1-4		290.6

														Cmp 5		80.4

														EU		15.0

														CERN (1-4)		85.0

														CERN (5)		44.0

														Net 1-4		190.64
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