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1. Introduction

The DataGrid project was initiated at the start of 2001 and will run for 3 years. Within the UK, the GridPP Collaboration has assumed responsibility on behalf of PPARC for delivering the UK aspects of the programme. The GridPP project formally started at the beginning of September 2001, though, being aware of the DataGrid obligations, an interim and partial structure was in place earlier in the year and through which allocations of posts to DataGrid roles were recommended to PPARC. However, the staging of this process in two parts during the year and the difficulties experienced in recruitment of calibre staff at academic-level salaries have resulted in a shortfall in effort delivered to DataGrid, with some consequential impact on the UK programme.

However, despite the difficulties in startup outlined above, the UK is fully engaged in the technical work of DataGrid in a number of areas and is setup to deliver effort above the level originally contracted. This is largely due to effort pre-existing DataGrid and GridPP which has been available and is anticipated to continue to do so. This has enabled a number of significant contributions to be made.

2. UK Activities, Responsibilities & Roles

2.1. WP1 – Workload Management

The UK involvement on WP1 is quite low level and is focused on testing and feedback on software from the core workpackage developers. The work is carried out at Imperial College (IC) where an end-user station has been setup to test job submission through direct integration with the test facilities of the core workpackage partners. The UK also provides a link to similar activities in the PPDG collaboration through the D0 work of IC.

2.2. WP2 – Data Management

Work in this area is concentrated on Query Optimisation and is executed by staff at Glasgow. The group is fully engaged with the core activities of WP2 and indeed have recently participated in a workshop on this subject at CERN. The work has been slow to start, but now there is 2.5FTE in post, it is anticipated that the UK contribution can be much more effective.

2.3. WP3 – Grid Monitoring Services

The UK has primary responsibility for this workpackage and collaborate with the SZTAKI institute in Hungary. Early on in the year it was recognized that the provision of core infrastructure for monitoring is almost inseparable from information monitoring services and indeed all information in a sense can be viewed as monitoring information. Two principle strands have evolved from this – being application monitoring (undertaken by SZTAKI) and core information services (undertaken by the UK).

The UK has been exploring a relational approach (in the database sense) to information services, this in contrast to the Globus MDS approach based on LDAP. A first version of this has been developed for the testbed, but it was fully recognized that a) this was not likely to be robust enough to support all testbed activity and b) it would need to be evaluated alongside MDS to see potential strengths and weaknesses. Thus, it was decided that Globus MDS should be the primary IS for Testbed-1. Work in testing and using MDS has happened in many corners of DataGrid. Recognising this, WP3 has tried to co-ordinate and pull together these efforts. This resulted in the provision of collation of information schemas and data provider scripts from other workpackages. The UK has also provided major consultancy in the deployment of MDS in the testbed.

Owing to the performance shortcomings of the first releases of MDS a caching backend module to Open LDAP was developed, called FTREE. MDs performance has improved significantly since these times, but the opportunity is being taken in Testbed-1 to evaluate FTREE and experiences and differences in approaches will be shared with the Globus developers.

2.4. WP4 – Fabric Management

A major contribution to this workpackage comes from the Computer Science Group at Edinburgh (who receive funding from PPARC for an RA). The work is concentrated on development of the LCFG package for  node installation and ia a major deliverable to the project month 9 testbed.

2.5. WP5 – Mass Storage Management

The UK has primary responsibility for this workpackage. The deliverables into Testbed-1 have been largely based around existing products. Integration with the Data Management workpackage is through the use of GDMP and the replica catalogue. Schema have been defined for managing files through the Information Service and scripts produced to provide this information dynamically, based on local mass storage file catalogues.

The workpackage has suffered from a large effort deficit during much of the year owing to difficulties in recruitment. A consequence of this has been the delay in production of report deliverables to the EU. These problems have been fully recognized and a recovery action was initiated in the late summer. The plan is now bearing fruit with 2 of 4 people under the new plan in post and job offers made for the other 2. This will almost double the effort delivered for most of 2002 above that originally contracted.

2.6. WP6 – Testbed

Activity on testbeds started even before the project start with the deployment of of the Globus Toolkit (V1.1.3) at many sites around the UK. This enabled familiarization with the kit and a number of small scale tests to be performed. This constituted what was to be designated as Testbed-0.

Testbed-1 is now being rolled out at many sites around DataGrid. In the UK, infrastructure has been set up at RAL and along with a number of other UK sites the new software is being deployed at present.

The UK has played a major role in the integration of components into the testbed software. Of particular note is the work on packaging the software into RPMs and on deployment of the MDS infrastructure into a unified Information Service for the whole testbed.

2.7. WP7 – Networking

The UK has primary responsibility for the provision of network monitoring infrastructure for the testbeds. This work has been carried out under the auspices of the PPNCG (Particle Physics Network Coordination Group), though has a wider involvement than the membership of this committee. For the Testbed-1 release, the tools have been based around those used before by PPNCG. Schema have been defined for managing performance data within the Information Services co-ordinated by WP3.

A very significant spin-off from this activity is the UK’s major role in the new EU sponsored DataTAG project. This focuses on the effective exploitation of transatlantic high bandwidth links (multi Gigabit). The UK has specific responsibility for advanced traffic management and Quality of Service investigations.

2.8. WP8 – HEP Applications

Grid related application work is much harder to quantify, as it is typically executed in the context of the experiments themselves and is reported centrally by the experiments into WP8. Work on “gridification” of HEP applications goes on, with many of the HEP groups in the UK involved. To date, mock data challenges of the experiments have not used the DataGrid tools in a serious way. The first opportunities for using these tools will only come with the exploitation of Testbed-1 during 2002.

2.9. Security

Although not designated as a workpackage in the project contract, security has always been recognized as a major issue. However, subsequent to contract signing it was felt that co-ordination of security activities in scattered amongst the workpackages was needed. Authentication and authorization groups were set up and the UK has been asked to lead the former.

The UK was amongst the first to set up a Certificate Authority (specifically for testbed work) and has indeed provided consultancy to others in DataGrid to do the same. Work is also under way in as part of WP7 on understanding the detailed security requirements, beginning with an analysis of the Testbed-1 security.

2.10. ATF – Architecture Task Force

The original intention of DataGrid was to recruit a project architect at CERN. However, this proved difficult and an Architecture Task Force was set up instead comprising one technical representative of each of the 5 middleware workpackages, a representative from the applications area and a security expert. Steve Fisher, of WP3, was asked to co-ordinate the work of the group and this has resulted in a first architecture reference for the collaboration. This work has also been presented to the newly formed Architecture Group of the Global Grid Forum. The UK has had a major influence on the ATF with provision of 3 members in a team of 8.

3. Other Activities

Through the UK core eScience programme five computer science projects have recently been funded to work on topics closely associated to DataGrid workpackages. The next phase, as these projects start up, is to ensure full and direct engagement with the workpackages (as Edinburgh CS have done within WP4).

Relationships are starting to be forged with some of the regional eScience centers (e.g. where there is co-location of a HEP group with such a center). At CLRC a strong link with the eScience center has existed for some time. In January 2002 many members of DataGrid (both UK and from abroad) will attend a set of tutorials hosted at the National eScience Centre in Edinburgh.

There is significant and growing involvement of DataGrid-UK members in the Global Grid Forum. Papers and presentations on the relational information service approach have been presented. Steve Fisher has presented the DataGrid Architecture in the newly formed Architectures Area of GGF and the UK has been at the forefront in the formation of a new GGF group on network monitoring.

In July, the UK hosted the 2nd DataGrid Project Workshop at Keble College Oxford. The event went very smoothly and a number of compliments on the local organization were received.

4. Resources

The table below shows the allocation of posts and how many are filled. Beyond the 5 EU funded posts, there are 15 so-called “unfounded” posts.
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Workpackage

1

2

3

4

5

6

7

TOTAL

Status Sept'01

ALICE

ATLAS

CMS

LHCb

Birmingham

0.0

Bristol

0.5

0.5

1.0

Owen Moroney starts Jan 2002

Brunel

0.0

Cambridge

0.5

0.5

Advertising (close 7th Dec)

CLRC

1.0

1.0

2.0

Jens Jensen (1yr) 1st Dec

WP5&6 posts under offer

Edinburgh

0.0

Edinburgh CS

1.0

1.0

Alexander Holt from 1st August

Glasgow

1.5

1.5

Gavin McCance  1st Sept   (1FTE for 3 yrs), )

Will Bell starts 1st Nov (1FTE for 2 yrs

IC

0.5

0.5

1.0

2.0

Dave Colling from 1st Oct (WP1&6)

Phillip Lewis from 1st Oct (WP8)

Lancaster

0.0

Liverpool

0.5

0.5

1.0

Michael George started 1st Oct

Manchester

1.0

1.0

2.0

One job accepted, one under offer

Oxford

1.0

1.0

Re-advertising (close 30th Nov)

QMUL

1.0

1.0

Making offer on 4-Dec-01 (2 reserves)

RHUL

1.0

1.0

Job under offer (start Jan'02 ?)

Sheffield

0.0

UCL

1.0

1.0

Paul Mealor started 1st July

TOTAL

0.5

1.5

1.0

1.5

1.5

3.0

2.0

0.0

1.5

1.5

1.0

15.0

EU Funded Posts …….

WP3 : Antony Wilson & Laurence Field in post

             WP3 post (3yr) under offer

WP5 : Owen Synge (1yr) started 26th Nov

             WP5 post (2yr) under offer

WP8 : Stephen Burke started 1st Nov

8


4.1. Effort Delivered – 2001

The table below shows the effort delivered to the project from the UK, evaluated on a quarterly basis up to the end of September and as presented to the EU. The UK receives EU funding for 4.3FTE at PPARC and has contracted to provide a further 15.5FTE (which is funded from the GridPP budget). The latter, so called EU-unfunded posts, have been allocated in two stages, April and June, but are only recently becoming filled (60% of posts are now filled, with interviews being held currently for most of the other positions).
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Contract

Expended

Contract

Expended

Contract

Expended

Q1

Q1

Q1

S to 

Q2

S to 

Q2

S to 

Q2

S to

Q3

S to

Q3

S to 

Q3

WP

Title

PM

PM

%

PM

PM

%

PM

PM

%

1

Workload Management

1.5

0.0

0.0%

3.0

1.0

33.3%

4.5

2.0

44.4%

2

Data Management

4.5

0.5

11.1%

9.0

1.5

16.7%

13.5

2.2

16.3%

3

Monitoring Services

14.4

3.0

20.8%

28.8

15.0

52.1%

43.2

33.4

77.3%

4

Fabric Management

1.5

0.1

6.7%

3.0

2.1

70.0%

4.5

5.4

120.0%

5

Mass Storage Management

7.5

2.0

26.7%

15.0

4.0

26.7%

22.5

6.0

26.7%

6

Testbed

9.0

7.7

85.0%

18.0

18.9

105.0%

27.0

29.7

110.0%

7

Network

6.0

2.1

35.0%

12.0

6.1

50.8%

18.0

16.6

92.2%

8

HEP Applications

0.0

0.0

0.0

0.0

0.0

0.0

9

Earth Observation

0.0

0.0

0.0

0.0

0.0

0.0

10

Bio-Science

0.0

0.0

0.0

0.0

0.0

0.0

11

Dissemination

0.0

0.0

0.0

0.0

0.0

0.0

12

Project Management

0.0

0.0

0.0

0.0

0.0

0.0

0.0

TOTAL

44.4

15.4

34.6%

88.8

48.6

54.7%

133.2

95.3

71.5%


For each of the three quarters the cumulative effort contracted, delivered and the percentage of the later with respect to the former is given. It can be seen that over the year there has been a steady improvement in effort delivered and indeed in Q3 105% of effort contracted was actually delivered. The shortfall has resulted from two major factors, a) difficulty in recruiting and b) progressive allocation of so called EU-unfunded posts by GridPP throughout the year. Both these factors have been compensated in part by those already in post at the outset of the project who have moved to work on DataGrid. This was approximately the case for Q1 and Q2 and many of those thus referenced are still working on Grid. This leads to the expectation that there will continue to be 30% to 50% additional effort for the remainder of DataGrid over and above that contracted.

The UK is heavily involved in WP8 – HEP Applications – where the effort is spread over a number of institutes and is directed through the Grid programmes of the Experiments responding to the needs of WP8 directly. As a result, it has not been possible to fully quantify the effort delivered here and so has not been presented.

5. Conclusions

The first year of the project was anticipated to suffer from start-up problems and this has indeed proven to be the case. However, despite this there are a number of significant achievements to be recorded. With GridPP now funded, posts allocated and most filled or about to be offered, the scene is set for 2002 to be a year in which the UK contributions will not only continue but be enhanced significantly.
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_1069164780.xls
Sheet1

		GridPP/CS posts - EU DataGrid (Funded & Unfunded) at PPARC

		Workpackage		1		2		3		4		5		6		7		8								TOTAL		Status Sept'01

																		ALICE		ATLAS		CMS		LHCb

		Birmingham																								0.0

		Bristol												0.5								0.5				1.0		Owen Moroney starts Jan 2002

		Brunel																								0.0

		Cambridge																		0.5						0.5		Advertising (close 7th Dec)

		CLRC										1.0		1.0												2.0		Jens Jensen (1yr) 1st Dec

																												WP5&6 posts under offer

		Edinburgh																								0.0

		Edinburgh CS								1.0																1.0		Alexander Holt from 1st August

		Glasgow				1.5																				1.5		Gavin McCance  1st Sept   (1FTE for 3 yrs), )

																												Will Bell starts 1st Nov (1FTE for 2 yrs

		IC		0.5										0.5								1.0				2.0		Dave Colling from 1st Oct (WP1&6)

																												Phillip Lewis from 1st Oct (WP8)

		Lancaster																								0.0

		Liverpool								0.5		0.5														1.0		Michael George started 1st Oct

		Manchester												1.0		1.0										2.0		One job accepted, one under offer

		Oxford																						1.0		1.0		Re-advertising (close 30th Nov)

		QMUL						1.0																		1.0		Making offer on 4-Dec-01 (2 reserves)

		RHUL																		1.0						1.0		Job under offer (start Jan'02 ?)

		Sheffield																								0.0

		UCL														1.0										1.0		Paul Mealor started 1st July

		TOTAL		0.5		1.5		1.0		1.5		1.5		3.0		2.0		0.0		1.5		1.5		1.0		15.0

																				EU Funded Posts …….								WP3 : Antony Wilson & Laurence Field in post

																												WP3 post (3yr) under offer

																												WP5 : Owen Synge (1yr) started 26th Nov

																												WP5 post (2yr) under offer

																												WP8 : Stephen Burke started 1st Nov
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_1068975707.xls
Summary

				UK DataGrid Effort (Person-Months)

														Expended

						Effort

		WP		Title		Expectation		Q1				Q2				Q3				Q4

		1		Workload Management		1.5		0.0		0.0%		1.0		66.7%		1.0		66.7%

		2		Data Management		4.5		0.5		11.1%		1.0		22.2%		0.7		15.6%

		3		Monitoring Services		14.4		3.0		20.8%		12.0		83.3%		18.4		127.8%

		4		Fabric Management		1.5		0.1		6.7%		2.0		133.3%		3.3		220.0%

		5		Mass Storage Management		7.5		2.0		26.7%		2.0		26.7%		2.0		26.7%

		6		Testbed		9.0		7.7		85.0%		11.3		125.0%		10.8		120.0%

		7		Network		6.0		2.1		35.0%		4.0		66.7%		10.5		175.0%

		8		HEP Applications				0.0				0.0				0.0

		9		Earth Observation				0.0				0.0

		10		Bio-Science				0.0				0.0

		11		Dissemination				0.0				0.0

		12		Project Management				0.0				0.0

				TOTAL		44.4		15.4		34.6%		33.3		74.9%		46.7		105.2%

		(in person months)

				= % effort delivered





Sheet1

				UK DataGrid Effort (Person-Months) - CUMULATIVE

						Contract		Expended				Contract		Expended				Contract		Expended

						Q1		Q1		Q1		S to Q2		S to Q2		S to Q2		S toQ3		S toQ3		S to Q3

		WP		Title		PM		PM		%		PM		PM		%		PM		PM		%

		1		Workload Management		1.5		0.0		0.0%		3.0		1.0		33.3%		4.5		2.0		44.4%

		2		Data Management		4.5		0.5		11.1%		9.0		1.5		16.7%		13.5		2.2		16.3%

		3		Monitoring Services		14.4		3.0		20.8%		28.8		15.0		52.1%		43.2		33.4		77.3%

		4		Fabric Management		1.5		0.1		6.7%		3.0		2.1		70.0%		4.5		5.4		120.0%

		5		Mass Storage Management		7.5		2.0		26.7%		15.0		4.0		26.7%		22.5		6.0		26.7%

		6		Testbed		9.0		7.7		85.0%		18.0		18.9		105.0%		27.0		29.7		110.0%

		7		Network		6.0		2.1		35.0%		12.0		6.1		50.8%		18.0		16.6		92.2%

		8		HEP Applications		0.0		0.0				0.0		0.0				0.0		0.0

		9		Earth Observation		0.0		0.0				0.0		0.0				0.0		0.0

		10		Bio-Science		0.0		0.0				0.0		0.0				0.0		0.0

		11		Dissemination		0.0		0.0				0.0		0.0				0.0		0.0

		12		Project Management		0.0		0.0				0.0		0.0				0.0		0.0

																		0.0

				TOTAL		44.4		15.4		34.6%		88.8		48.6		54.7%		133.2		95.3		71.5%





Cumulative

				UK DataGrid Effort (Person-Months) - CUMULATIVE

						Contract		Expended				Contract		Expended				Contract		Expended

						Q1		Q1		Q1		S to Q2		S to Q2		S to Q2		S toQ3		S toQ3		S to Q3

		WP		Title		PM		PM		%		PM		PM		%		PM		PM		%

		1		Workload Management		1.5		0.0		0.0%		3.0		1.0		33.3%		4.5		2.0		44.4%

		2		Data Management		4.5		0.5		11.1%		9.0		1.5		16.7%		13.5		2.2		16.3%

		3		Monitoring Services		14.4		3.0		20.8%		28.8		15.0		52.1%		43.2		33.4		77.3%

		4		Fabric Management		1.5		0.1		6.7%		3.0		2.1		70.0%		4.5		5.4		120.0%

		5		Mass Storage Management		7.5		2.0		26.7%		15.0		4.0		26.7%		22.5		6.0		26.7%

		6		Testbed		9.0		7.7		85.0%		18.0		18.9		105.0%		27.0		29.7		110.0%

		7		Network		6.0		2.1		35.0%		12.0		6.1		50.8%		18.0		16.6		92.2%

		8		HEP Applications		0.0		0.0				0.0		0.0				0.0		0.0

		9		Earth Observation		0.0		0.0				0.0		0.0				0.0		0.0

		10		Bio-Science		0.0		0.0				0.0		0.0				0.0		0.0

		11		Dissemination		0.0		0.0				0.0		0.0				0.0		0.0

		12		Project Management		0.0		0.0				0.0		0.0				0.0		0.0

																		0.0

				TOTAL		44.4		15.4		34.6%		88.8		48.6		54.7%		133.2		95.3		71.5%





Q1

		(As reported in the "published" Q1 reports)																Cumulative

																Effort		Effort

						Funded		Unfunded		Total		Effort		Effort		Delivered		Delivered

		WP		Title		Effort		Effort		Effort		Expectation		Shortfall		%		%		Comment

		1		Workload Management		0.0		0.0		0.0		1.5		1.5		0.0%		0.0%		No report : expect future contribution on US co-ordination and testing

		2		Data Management		0.0		0.5		0.5		4.5		4.0		11.1%		11.1%		Contributed to T2.4

		3		Monitoring Services		0.0		3.0		3.0		14.4		11.4		20.8%		20.8%		Architectural work, refine WP plans

		4		Fabric Management		0.0		0.1		0.1		1.5		1.4		6.7%		6.7%		(only from Andrew Sansum - where was the Edinburgh contrib reported ?)

		5		Mass Storage Management		0.0		2.0		2.0		7.5		5.5		26.7%		26.7%		Architecture, design & current technology

		6		Testbed		0.0		7.7		7.7		9.0		1.4		85.0%		85.0%		No progress reported !!

		7		Network		0.0		2.1		2.1		6.0		3.9		35.0%		35.0%		Lead monitoring task & active in provisioning & new services definition

		8		HEP Applications		0.0				0.0				0.0

		9		Earth Observation		0.0				0.0				0.0

		10		Bio-Science		0.0				0.0				0.0

		11		Dissemination		0.0				0.0				0.0

		12		Project Management		0.0				0.0				0.0

				TOTALS		0.0		15.4		15.4		44.4		29.1		34.6%		34.6%		(person-months)

		(effort in person-months)





Q2

																		Cumulative

																Effort		Effort

						Funded		Unfunded		Total		Effort		Effort		Delivered		Delivered

		WP		Title		Effort		Effort		Effort		Expectation		Shortfall		%		%		Comment

		1		** Workload Management		0.0		1.0		1.0		1.5		0.5		66.7%		33.3%		EU-US Co-ordination and early testing

		2		Data Management		0.0		1.0		1.0		4.5		3.5		22.2%		16.7%

		3		** Monitoring Services		1.0		11.0		12.0		14.4		2.4		83.3%		52.1%		MDS tests, GMA prototype

		4		** Fabric Management		0.0		2.0		2.0		1.5		-0.5		133.3%		70.0%		(Edinburgh rather than PPARC) Config Task, LCFG work

		5		Mass Storage Management		0.0		2.0		2.0		7.5		5.5		26.7%		26.7%

		6		Testbed		0.0		11.3		11.3		9.0		-2.3		125.0%		105.0%

		7		Network		0.0		4.0		4.0		6.0		2.0		66.7%		50.8%

		8		+ HEP Applications		0.0				0.0				0.0

		9		Earth Observation						0.0				0.0

		10		Bio-Science						0.0				0.0

		11		Dissemination						0.0				0.0

		12		Project Management						0.0				0.0

				TOTALS		1.0		32.3		33.3		44.4		11.2		74.9%		54.7%

		(effort in person-months)

				** = received report direct within the UK - all other numbers culled from ther final Q2 WP manager reports

				+ = LHCb did report directly within the UK





Q3

																		Cumulative

																Effort		Effort

						Funded		Unfunded		Total		Effort		Effort		Delivered		Delivered

		WP		Title		Effort		Effort		Effort		Expectation		Shortfall		%		%		Comment

		1		** Workload Management		0.0		1.0		1.0		1.5		0.5		66.7%		44.4%

		2		Data Management		0.0		0.7		0.7		4.5		3.8		15.6%		16.3%

		3		** Monitoring Services		4.0		14.4		18.4		14.4		-4.0		127.8%		77.3%

		4		** Fabric Management		0.0		3.3		3.3		1.5		-1.8		220.0%		120.0%		(Edinburgh rather than PPARC) Config Task, LCFG work

		5		Mass Storage Management		0.0		2.0		2.0		7.5		5.5		26.7%		26.7%

		6		Testbed		0.0		10.8		10.8		9.0		-1.8		120.0%		110.0%		(but no text from PPARC in the report !!!)

		7		Network		0.0		10.5		10.5		6.0		-4.5		175.0%		92.2%

		8		+ HEP Applications		0.0				0.0				0.0

		9		Earth Observation						0.0				0.0

		10		Bio-Science						0.0				0.0

		11		Dissemination						0.0				0.0

		12		Project Management						0.0				0.0

				TOTALS		4.0		42.7		46.7		44.4		-2.3		105.2%		71.5%

		(effort in person-months)

				** = received report direct within the UK - all other numbers culled from ther final Q2 WP manager reports

				+ = LHCb did report directly within the UK






