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Summary
Development of the LCG Programme is continuing satisfactorily. A total of 10 RTAGs have been created of which six, including the important Persistency RTAG, have already reported. Projects have been launched to implement the recommendations of the Persistency and Software Process RTAGs. We note an encouraging level of contribution from the experiments to the Persistency project.
A Grid Deployment Board has been created to define the standards and policies that are need to set up and manage the LCG Global Grid Service. The Grid Deployment Board will meet for the first time on October 4th and a definition of the requirements for the LCG-1 service is expected by the end of the year. In this context, we are happy to note that GridPP funding has enabled the recruitment of Ian Bird to act as the PEB’s Grid Deployment area manager.
Although the staff contributions to the project are in line with expectations, there is a serious shortage in the materials contributions. To address this, alternative funding arrangements are being sought for the upgrade of the Computer Centre infrastructure.
Project Management
Bernd Panzer-Steindel took over from Wolfgang von Rüden as the Fabric Management area manager on July 1st. and Ian Bird started as the Grid Deployment Area Manager on September 1st, completing the envisaged PEB structure. Over the summer the project has established a Grid Deployment Board to provide a forum for the computing management of the Experiments and the Regional Centres to discuss and take, or prepare, the decisions necessary for planning, deploying and operating the LCG Grid.

Following the successful presentation of the High Level Planning document to the LHCC, the project made a first presentation to the Computing RRB (C-RRB). Although the staff contributions are in line with expectations, there is a shortfall of approximately CHF12M in the level of materials contributions. Funding the upgrade to the Computer Centre Infrastructure, required to allow installation of the Tier0/1 centre during phase 2 of the project, is a particular problem. As this accounts for CHF8M of the shortfall, discussions on alternative funding arrangements are taking place with the CERN directorate.
A 3rd and final round of interviewing for candidates to be funded via GridPP was undertaken in June/July. Twenty-four people have been hired of which 18 are already in post. Additionally, support is being provided to the new UK leader of EDG/WP8. A process has been established to enable UK based staff to stay at CERN for 3-6 month period to better contribute to the LCG and GridPP programme.
Project Areas
Applications
The POOL project, set up to deliver the hybrid persistency solution proposed by the persistency framework RTAG, is now well underway. Documentation and a workplan are available at http://lcgapp.cern.ch/project/persist/. The initial mid-September target, set by the SC2, for an initial developer release has been pushed back to mid-November. This latter date has been set by the POOL project and so reflects better an assesment of the work to be done. We therefore have confidence that the initial developer release will be available at this time.
In response to the “Managing LHC Software” RTAG, a Software Process and Infrastructure project, http://lcgapp.cern.ch/project/spi/, has been created. This project, led by Alberto Aimar, has set up software development services as requested and is now investigating additional software process tools for use within the project.
Four RTAGs in the applications area are due to report to the SC2 in October. These include an “Applications Architectural Blueprint” RTAG which is expected to make recommendations on ways to ensure an overall coherency of approach in the applications area.

There is naturally a risk in the applications area that the LHC experiments do not fully engage in the development of the common applications defined by the RTAG process. Happily, we can report a significant contribution to the POOL project from the experiments (4.5FTE out of the 9.8FTE total). Additionally, the EP division at CERN will create a software group on October 1st to bring together software specialists from the different experiments in order to further encourage common, LCG oriented, developments.
Fabric Management

The main focus during recent months has been on work in support of the EDG/WP4 programme, specifically on installation mechanisms and improved configuration databases and their interfaces. This is expected to continue over the next few months, particularly now that EDG/WP4 has decided that LCFG is no longer the bas line for the EDG configuration management system. Effort has also been dedicated to the EDG testbed operations, notably after the 1.2 release and during the ATLAS grid tests.

There is some concern about the adaptability of some EDG components to large scale production clusters—as opposed to small dedicated clusters. At one level, we have adapted to this by developing a “twin track” strategy to the preparation of the CERN resources to the LCG-1 service. With this approach, software will be installed initially as delivered on testbed nodes, leaving time to “productise” packages before installation on the main production farm (“lxbatch”). More fundamentally, Bernd Panzer, the Fabric Area Manager is working to develop closer ties between EDG developers of critical software packages and the people responsible for fabric management. We also note, in this context, the recent emphasis on “production quality” within the EDG project following their Chavannes retreat.
A 3rd “PASTA” study to review likely developments for Processors, disk and tape storage, has been initiated. Draft reports are available at http://cern.ch/david/pasta/pasta2002.htm.
Finally, the Fabric Management section of the LCG High Level WBS has been developed to cover the period until the milestone for a production level LCG-1 service.
Grid Technology and Deployment

As noted above, Ian Bird has been appointed as the Grid Deployment area manager on the PEB and the project has setup a Grid Deployment Board (GDB) created to oversee deployment and operation of the LCG Grid. The GDB will meet for the first time on October 4th, but a sequence of meetings is already planned and technical discussions on Grid deployment issues arranged—including discussions on these issues at the forthchoming HePIX meeting at Fermilab and the associated Large Cluster working group. We are therefore confident that the requirements for the LCG-1 service will be defined by the end of the year giving time to the initial centres to prepare for an initial service to start in mid-2003.
The “Grid Use Cases” RTAG submitted a final report at the end of May. This report, “Common Use Cases for a HEP Common Application Layer (HEPCAL)”, documented 43 use cases to be addressed by the Grid middleware. An analysis of these by an EDG team has shown that 28 of the 39 sufficiently detailed use cases are either implemented or will be implemented in EDG release 2. This is an encouraging sign for the LCG-1 service.
Nevertheless, it is clear that many projects are competing to deliver Grid middleware and it is difficult to predict now which software will be successful, easy to use or maintainable long term. At this point, the most appropriate strategy is for the LCG project to push HEP requirements whilst we have influence and to ensure, to the extent possible, that HEP remain in tune with the mainline Grid technology developments.

Taking a longer term view, operating a real, production, grid for HEP will be a major undertaking, requiring much cross-site co-ordination and user support. As yet we have no detailed plan to manage developments in this area, but we will be developing such a plan as part of the preparation to a production LCG-1 service.
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