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Abstract

. The aim of this document is to describe the WorkPackage 8 of the DataGrid Project. In particular the following items are detailed:

 - the requirement phase

 - deliverables and milestones

 - the requirements to the experiments

 - the planned activities for each experiment

 - the attribution of the funded manpower

 - the committed unfunded manpower

 - the additional manpower needed to run the various tests (including the manpower offered by various institutions from different countries, which is not part of the committed unfunded manpower.)

 - the additional support from CERN

 - the way the experiments are (indirectly) represented in the GRID consortium (including clear reporting lines between the experiments and the DataGrid consortium to ensure that the needs and wishes of the LH experiments are considered)

1. Introduction

The fundamental goal of the EU DataGrid Project is to demonstrate that it is possible build very large computational clusters from inexpensive mass-market components and integrate these clusters into a coherent and distributed data and CPU intensive Grid. This approach towards commodity-based solutions has been successfully applied over the past ten years in may fields and in particular in High Energy and Nuclear Physics (HENP). Anticipating and fostering the move to Linux and PCs, these have now been successfully integrated into the production environments. Also the HENP community has a long experience of exploiting leading edge high bandwidth research networking. 

The project will place a major emphasis on providing production quality test-beds, using real-world research applications
. The objective of the HENP Application Work Package (WP8) is to exploit the developments of the project to offer transparent access to distributed data and high performance computing facilities to the geographically distributed physics community. This WP will be carried on in close collaboration with WP 6 (test-bed) that will provide the basic infrastructure for the applications. The four LHC experiments have similar but complementary applications that will cover a broad spectrum of Data Grid services and will provide challenging requirements and verifications for the other work packages. Each of the four experiments is responsible for a task within WP8, to adapt their application to the evolving middleware and Data Grid test-bed environment. 

This paper is organised as follows: Section 2 contains a short description of the EU DataGrid project. In section 3 the applications foreseen by the 4 LHC experiments are presented. Section 4 contains a description of the CERN support to the HENP applications. For completeness the milestones and deliverables as described in the DataGrid proposal are contained in section 5. In section 6 the representation of the experiments in the Consortium is discussed. Section 7 gives a short summary of the status of the HENP part of the project. 

2. The EU DataGrid Project

The objective of this project is to demonstrate the technology needed by the next generation scientific exploration that requires intensive computation and analysis of shared large-scale databases, from hundreds of TeraBytes to PetaBytes, across widely distributed scientific communities. To address these problems it is proposed to use the emerging computational Grid technologies to:

· exploit the HENP 
Research Network toenable the development of the technology componentsessential for the implementation of a distributed Data Grid on a large scale
;

· demonstrate the effectiveness of this new technology through the large-scale deployment distributed 
applications involving real users;

· demonstrate the ability to build, connect and effectively manage large general-purpose, data  and CPU intensive computer clusters constructed from low-cost commodity components.

The objectives of the DataGrid middleware work packages (WP1, WP2, WP3) are to select and integrate existing basic Grid technologies. They aim atdeveloping new techniques and software to provide support for the automated distribution of data across different nodes of the Grid according to the dynamic usage patterns, and taking account of cost, performance and load distribution factors. A common goal is scalability to handle tens of sites, tens of thousands of independent computational resources (processors), and millions of files.

Three application areas are represented in the project: High-Energy and Nuclear Physics (WP8), Earth Observation (WP9) and Biology (WP10). The objective is to demonstrate the viability of the Data Grid technology to implement and operate effectively an integrated service in the internationally distributed environment.

The primary innovation of this project will be a novel environment to support globally distributed scientific exploration involving multi-PetaByte data sets. This will be achieved by combining and extending newly emerging Grid technologies to manage large distributed data-sets and computational elements. A consequence of this project will be the emergence of fundamental new modes of scientific exploration, as access to fundamental scientific data will no longer be constrained to the producer of that data. While the project focuses on scientific applications, issues of sharing data are germane to many applications and thus the project has a potential impact on future industrial and commercial activities.

The infrastructure will be based on existing frameworks developed by previous and ongoing Grid-related projects, and developed in close collaboration with them. In particular this project will collaborate directly with key members of the Globus project and with the GriPhyN project that has recently been proposed for funding by the US NSF. It is expected that a collaboration agreement will be reached with Globus to provide support for key components of the Globus toolkit and to provide necessary enhancements to deal with scaling and performance issues. The DataGrid project will not itself develop the basic Grid middleware components supporting authentication, information publishing and resource allocation.

GriPhyN will tackle a similar problem but over a longer period and with more emphasis on computer science research. The present project 
palces more emphasis on rapid development of testbeds, trans-national data distribution using a state of the art research network, demonstration of practical real-life applications, and production quality operation. 

The Integration Test-Bed – Production Quality International Infrastructure work package is central to the success of the DataGrid Project. The work package will plan, organise, and enable testbeds for the end-to-end application experiments, which will demonstrate the effectiveness of the DataGrid in production quality operation over high performance networks
. The test beds will integrate successive releases of the software components from each of the development work packages. By the end of the project this work package will demonstrate testbeds operating as production facilities for real end-to-end applications over large Trans-European and potentially global high performance networks.

Its specific objectives are to:

· Act as the focal test environment of the various software components from each development work package as they become available.

· Integrate the basic Grid middleware software, obtained from external sources (such as the Globus project) and from the various middleware work packages of the project (WP1-WP5), and co-ordinate problem determination and bug fixing.

· Enable and manage the construction of Data Grid testbeds across
. This involves the integration of national facilities provided by the partners and their associates, comprising five to seven large computing systems (processors, disk, and mass storage) and fifteen to twenty smaller installations.

· Provide and manage feedback from early users of the software to the development work packages.

· Collate, package and manage the production of each major software and documentation release during the project.

3. WP 8 : HEP Applications

The four LHC experiments have similar but complementary applications that will cover a broad spectrum of DataGrid services and will provide challenging requirements and verifications for the other work packages. Each of the four experiments is responsible for a task, to adapt their application to the evolving middleware and DataGrid test-bed environment. Each task will prepare five successively more demanding performance demonstrations corresponding to each of the test-bed phases at project months: 4 (core services test-bed); 13 (first Grid test-bed release); 19 (second Grid test-bed release); 25 (third Grid test-bed release); 31 (fourth Grid test-bed release). 

3.1 The ALICE GRID Proposal for Using Computational Grids

The ALICE experiment is characterised by a very large event size (~80MB) coming from the intrinsic features of Heavy Ion Collisions. While the local storage and CPU capacity is expected to increase substantially, the foreseeable evolution of the processing power of desktop machines will be overwhelmed by the amount of the data to be traversed . We therefore foresee a reduction of the capabilities of a workstation to meet the demands of the physicists of more than one order of magnitude.

To harness the necessary resources and insure an acceptable ergonomy of interactive use, particularly for the analysis phase, one solution is to exploit parallel processing, both locally and on geographically distributed resources. The GRID technology is expected to play an important role offering better and more efficient access to distributed storage and CPU resources independent from their geographical location.

The present proposal looks at the problem of data storage and access  from the analysis point of view and it aims at developing, deploying and using in production a prototype for remote analysis in a realistic and demanding environment. The data to be analysed will be produced by the ALICE simulation and reconstruction ROOT-based framework and then geographically distributed in a few candidate regional centres. They will then be accessed remotely to perform analysis tasks covering a broad range of parameters related to the locality of data and algorithms and the access patterns to the data.

Duplicated data should be used to help balance the search and network loads according to the response of the site. The location of the data on the different servers can be provided by a MySQL relational database connected with ROOT, by the GRID services, or by a mixture of the two as it is appropriate. The workstation initiating the job will send to the remote nodes the source code containing the work to be done (see Fig. 1). This code can also be interpreted locally on a small amount of data for rapid algorithm development and prototyping and then, when ready, submitted for remote execution on the target data sets.

[image: image1.wmf]
Figure 1: Schematic view of the analysis via PROOF facility

The core of the system will be a load-balanced parallel query mechanism based on PROOF (Parallel ROOT Facility) that will fan-out requests where data is stored and retrieve a range of possible entities, from data to be processed locally to the final result of the remote analysis to be assembled locally. We expect to exploit the GRID middle-ware to reach a high level of access uniformity across wide area networks on heterogeneous systems.

The interest of this scheme is its flexibility as it allows for a fine tune of the balance between  processing and data transfer. If computational tasks are sent to the remote nodes, the system will behave as a distributed meta-computer. If the data is retrieved for local processing, the functionality of a OODBMS is achieved. We expect this work to be complementary, and possibly profit from, Monarc Phase III developments on resource scheduling and management.

3.1.1
Resources and schedule

We are currently making estimations on the amount of events needed for our Physics Performance Report, and we will provide them as soon as available.

The activities involved in this task are  of three kinds

1. Development of the basic GRID software and infrastructure and test-beds management

2. Preparation of the testbeds, interfacing of this with the ALICE Off-line environment, evaluation of results and optimisation of the  prototype parameters

3. Development of the ALICE Off-line software to take advantage of a distributed heterogeneous computing environment.

This work has no specific ALICE component and it can and should be carried on in common with the other experiments. Man-power for this task will come from WP1-5.

The second task is ALICE specific, but will require GRID expertise, and it will come from WP6-7. The same experts will share the work of interfacing different applications to the GRID middle layer. Close co-ordination with WP6-7 is necessary for this activity. These people are physically the same for the different experiments to  foster cross fertilisation between the different technical solutions of the experiments and promote the adoption of common interfaces and procedures to use the GRID software. They will use their experience to evaluate results and suggest optimisations.

The third task is completely ALICE specific and will come from WP8. The project will consist of different phases:

1. Decision on the test sites (Tier-1, 2, 3-4?), procurement of hardware and man-power

2. Planning of the GRID services to be installed at the different locations, planning the development of the GRID software to meet the requirements of the experiments (from WP1-5)

3. Development of the PROOF software (CERN), and of the GRID software (CERN and Regional Centres), installation of AliRoot on the Tier-1 and Tier-2 centres. 

4. MonteCarlo production and reconstruction. All the data is shipped to Tier-1 centres.

5. Installation of the PROOF software at the different locations, interface with the existing GRID services.

6.
Pilot runs of PROOF, remote analysis tests. Evaluation of results and optimisation cycle.
3.2 GRID Activities in ATLAS

The ATLAS experiment is a very large and geographically sparse collaboration; granting full access to the data to any physicist willing to analyse them, independently from where the physicist is working, is a major goal of the ATLAS computing effort, stated already in the CTP.

ATLAS foresees to produce 1 PB/year of raw data and (200 TB of ESD 
data; while for typical analysis a subset of raw data should be sufficient, the full ESD sample is supposed to the needed, at least in the initial phases of the experiment. The computing power required to analyse these data is estimated in the range 500-1000 SpecInt95 (without taking into account the Reconstruction and Simulation needs).

The Computing Model adopted by the collaboration is based on distributed computing, implemented via a hierarchy of Regional Centres: most basic ideas and building blocks of the model are common to the LHC experiments and their description can be found in the documents of the MONARC project.

An efficient use of distributed computing resources requires however tools for the management of the jobs, the data, the computing farms, the mass storage in a integrated way, as well as tools for monitoring the status of the network and computing facilities in the different sites. These tools constitute the middleware layer that the GRID projects promise to develop. Such developments are of crucial importance for enabling ATLAS to efficiently implement the distributed computing model, which the Collaboration wants to be functional from the very beginning of the experiment.

The ATLAS experiment is therefore participating in the DataGrid project with the aim of providing the requirements and the feedback for the development of the middleware. The model of interaction with the middleware is based on the idea of iterative cycles and fast prototypes for the various functionalities needed and requires phases of strong interaction between the middleware developers, the physicists willing to get results from the ATLAS application and the people who interface such application with the GRID tools and infrastructure.

In the spirit of the iterative model mentioned above, the ATLAS applications best suitable for providing requirements and feedback to the GRID middleware development will be selected in each phase taking into account both the status of the middleware and the needs of the ATLAS Physics and Detector communities for getting useful results from the computing work going on in the GRID framework. Only computing activities aimed at producing real results and thus strongly driven by the interested ATLAS communities are estimated to be useful HEP applications for GRID.

In this context the Data Challenges foreseen in ATLAS are of crucial importance as these milestones provide general co-ordination focus for the convergence of the ATLAS distributed computing activities.   Here is the (provisional) planning:

Nov/01-Dec/01    Data Challenge 0     Test of the full s/w chain (including trigger simulation) with I/O use on the permanent store, but small amount of events

Jan/02- Jul/02    Data Challenge 1       1 Million Events after Level3: check of Physics performance with the TDR results and possibly improvements on them. Test also calibration/alignment machinery. Involve at least some remote centre.

Jan/03- Sep/03    Data Challenge 2        100 Millions Events. Stress the computing model (the Computing Design Technical Report is foreseen to be completed by the end 2002) and involve all the available Centres.
The Data Challenges will be integrated in the GRID testing from the beginning, and the GRID concepts which will have proven successful and relevant for ATLAS computing will became part of the computing Model which will be described in the Computing TDR foreseen for end 2002.

An important starting point both for the Data Grid middleware and for the one that the US GriPhyN project plans to develop is the GLOBUS toolkit. Work has started in ATLAS both for experimenting the GRID services provided by GLOBUS and for understanding the implication of interfacing the ATLAS s/w to such kind of services in an efficient and safe way.

The sectors of the software most critical for GRID interfacing are expected to be the ATHENA framework and the Database access. The compatibility of the middleware developments in U.S. and Europe is considered very important for ATLAS: while the existence of different tools developed by the two projects will not be a problem, divergences in the two approaches could make the experiment choice difficult.

Already now there exist some ATLAS applications which can profit from the available GRID developments and infrastructures as well as people willing to run them as much as possible under the GRID environment. GLOBUS has been installed in various places in France, Italy, Sweden, UK and US and the first simple tests have been performed; there are plans for inserting some GRID services in a few selected  ATLAS applications (which are now running GRID-free) and  perform tests and if possible even production runs before end 2000. 

An example is the work of simulation (with DICE-Geant3) needed for the muon trigger in order to prepare the trigger TDR due for mid 2001. Such a work requires a CPU power of few 1010 SpecInt95xSec and (3TB disk space: discussion is going on in the Italian community on how to best use the first GRID tools and structure being put in place now for this kind of  application. A similar work is going on in US for DICE-Geant3 simulation studies of the Transition Radiation Detector.

The simulation area is however not the only one where work is going on for experimenting GRID services: in UK GLOBUS enabled PAW and ROOT versions are being prepared for use in the analysis. The French Liquid Argon community is studying the possibility of making use of GRID services in the analysis of the LAR test-beam data, e.g. for authomatising and parallelizing the work of analysing uniformity scans of the calorimeter. 

The Tile Calorimeters Test Beam analysis is another example, which is especially interesting as it makes use of Objectivity DB.

The number of ATLAS European physicists already involved in these activities or planning to be in the next months is already bigger of the 1 FTE per Contractor stated in the Data Grid proposal; in addition US and Japan physicists are also active in this area. 

3.3 CMS Grid Applications

The following computing and data intensive activities in CMS that are Grid-aware can be identified:

a) data transfers to Regional Centres (RC) and from RC to CERN

b) production of simulated data

c) reconstruction of real/simulated data

d) analysis of data

The Grid applications are run over the wide-area network. They link Regional Centres using several computing and data resources with network links over the wide area network where each of the single computing resources can itself be a network of computers. CMS outstanding features in the international Grid community are large amounts of data. Whereas most of the current Grid activities deal with computing-intensive, distributed applications, we can identify two major features. On the one hand, computing-intensive production of large amounts of data and, on the other hand, replication of several TBs of event data over the wide-area network. The following table shows the data type and size produced each year beginning from 2005 at the tier 0 Regional Centre at CERN:

raw data: 


    1 PB

reconstructed data: 

200 TB

revised reconstruction: 

200 TB

analysis data: 


  10 TB

tag data: 


    1 TB

3.3.1 The Data Challenge

Regional Centres will have different functionalities and tasks. Some will specialise on simulation whereas others will take part in reconstruction tasks based on certain physics channels. In general, a Regional Centre will not get copies of the entire event data that are stored at the centre at CERN but only a particular subset of the event data. CMS will decide which parts of the whole data set will be copied to the RC’s local data store. The CMS data model does not make a strict separation of the different types of objects stated above. It rather considers each event as a set of objects and hides more or less the different object types from the physicists. It is assumed to be a system that performs some of the reconstruction on demand rather than in a very fixed and scheduled way. The same is true for the distribution of data.

For instance, a tier 1 Regional Centre can get about 5% of the total amount of raw data that is produced at CERN. Furthermore, about 50% of reconstructed data will be available and 100% of physics analysis data. (Note that this numbers and also the type of data called Analysis Object Data (AOD) are taken from the Monarc environment). Tag data is also assumed to be available to 100%. These numbers are not yet fixed for CMS and only serve as a rough hint to what extent data can be replicated. The exact amount of replication depends on the size of data, the network costs and bandwidth and also the computing resources which are available for a possible computation of reconstructed or physics analysis data.

The experiment will run for about 100 days per year, and roughly 2 TB of reconstructed data will be produced per day. The amount of reconstructed data to be transferred to a single RC is 200 TB per year. The Computing Technical Proposal foresees a 622 Mbps ATM network link between CERN and a Regional Centre. This corresponds to a maximum transfer rate of 77.75 MB/s which most probably cannot be reached in reality. We assume an average throughput of 30 MB/s. This is a rather conservative assumption whereas the generally accepted payload is 50%-60%, which corresponds roughly to a maximum of 2.6 TB to be transferred over the network link per day.

This data transfer requires high-speed point-to-point replication facilities and a system that checks and maintains data consistency in the Grid. Globus file transfer mechanisms provide such features within a secure environment.

3.3.2 Hardware, Software and Size of Centres in the Grid

CMS estimates the CPU (in SI95) and storage requirements for the CERN tier 0 Regional Centre in the Grid for 2005 as follows [1]

Total CPU 

disk storage 

tape storage

kSI95 


TB 


PB

 Raw data: 







1 + backup

 Rec (first time): 
145 


250 


0.5

 reprocessing of Rec: 
240 


250

 selection: 

4 


60

 analysis: 

260

 sim. repository: 



250 


~1

 Total installed:  
600 


560 


2.5

Note that reconstructed data only appear once after the reprocessing phase.

Hardware for a typical Tier1 Centre (2005):

 CPU power: 

~200 kSI95

 Disk space: 

~200 TB

 Tape capacity: 
                 500 TB, 100 MB/sec

 Link speed to tier2: 
    10 MB/sec (1/2 of 155 Mbps)

For the upcoming production systems in autumn 2000, simulated data will be produced at different sites in the Grid mainly with CMSIM, with part of the tracker simulation and with OSCAR for validation. Consecutive reconstruction with ORCA will be done in a distributed way using Grid technology mainly in INFN/Italy and FNAL/USA. This will be one of the first exercises for a distributed production system (Data Challenge) with data transfer between sites in the Grid.

3.3.3 Distributed Analysis

Once data are replicated and distributed to different sites, the off-line physics analysis can start. A distributed analysis in a Grid environment needs analysis software that can use and exploit the advantage of having data located at different, geographically distributed sites. The best response time for an analysis task is gained if data can get accessed locally (at the Regional Centre or at CERN) and the data servers are not too heavily loaded. The goal is that for a single user the Grid that is established between CERN and Regional Centres can be regarded as a single, big, transparent data store with the following features:

Event selection and analysis jobs can be sent to Regional Centre where the data are stored and the required data are provided by the most suitable site (in terms of network costs and data server loads as well as other parameters for a cost function and job priorities).

Remote data access will be established in order to retrieve remotely stored data. This should be done transparently to the user.

Based on available computing resources and access permissions, an analysis job can be started at a particular site.

In the Grid, several requirements have to be satisfied. Simulation tasks will require certain amounts of computing power and will produce new sets of data (computation dominates here). An essential requirement is a common interface to the data store and also a unique naming convention for resources and data in order to allow a distributed analysis and access to data. Basically, a physicist sends a request for data to the Grid analysis system, which in turn uses query estimation and optimisation techniques to firstly identify if the required data are available. Secondly, it has to be checked if the query is not too big and does not request too much data. If the query yields a positive output, the user can be offered a list of available resources where the data are available. In a totally transparent system, the most optimal data are transferred directly to the user.

To sum up, CMS prefers a system which includes aspects of “Data Grids” and “Computational Grids” based on the aim of the Regional Centre. We expect features like management of data, meat-data, knowledge of data location, replication aspects and name spaces which are mainly covered by the work package “WAN data management”. Furthermore, distributed computing should allow job submission to and execution at different computing resources in the grid. CMS has important use cases to run on a Grid-aware system, e.g. High Level Trigger studies. Finally, CMS is also expecting some new Grid project applications based on the knowledge and experience gained with the usage of Grids.

3.3.4 Time Schedule

The HEP-Grid project will run for three years. In the following time schedule we outline what we expect from the project and how the CMS reconstruction and analysis efforts have to be integrated.

Year 1: Data (files) will be made available and accessible at several remote and geographically distributed sites, e.g. CERN, FNAL, Caltech, INFN. Data storage hardware includes disk pools and mass storage systems. Security policies can be used to handle data access restrictions, authentication and authorisation. A preliminary test-bed will be in place.

Year 2: A basic functionality of a query estimation and optimisation will be available. This query estimation gives a physicist a hint how long it will take to deliver the requested data from the data store. However, it does not take into account the CMS specific “reconstruction on demand”. These are parameters which have to be supplied by the reconstruction software. A useful query optimisation requires data access patterns from CMS specific physics analysis. We will provide an application that uses these query features.

Year 3: A prototype data Grid enabled HEP analysis environment will be ready to use including work load balancing of physics analysis jobs. 

The first year is supposed to serve as a first prototype for a distributed production system, but in the following years more and more emphasis is put on a stable Grid environment and production system. In 2001 the final High Level Trigger data challenge will take place. Furthermore, for the Computing Technical Design Report (TDR) in 2002 and the Physics TDR in 2003 the Grid has to demonstrate its feasibility.

[1] Paolo Capiluppi, World Wide Analysis/Computing Model and Resource and Management Panel Meetings for CMS, Hoffmann Review, 24 March and 3 July 2000

 3.4 LHCb Computing Model and the planned exploitation of GRIDs

                                                                                                                                                                                            LHCb has the most demanding multi-level trigger system of the four LHC experiments, including a vertex trigger level.  As such it has a specialised vertex detector, and is also the only LHC experiment to have large-scale RICH detectors.  Both of these require detailed optimisation with Monte Carlo studies.  However the most demanding of computing resources are the high level trigger optimisation studies, and the physics studies for signal and background for the many B-Physics channels.

The current LHCb computing model differs from those of ATLAS and CMS in that they plan to replicate data from CERN to the regional centres generally at the level of AOD and TAG, with access to RAW and ESD data being on demand for selected samples.  Also in the LHCb model it is planned to generate the majority of  Monte Carlo events outside CERN, with replication at the AOD+TAG level to CERN and other regional centres.  This distribution of computing resources and the requirements give rise to a natural split into roughly the target  (1/3 CERN ,2/3  outside)  ‘rule’.

LHCb aim to use GRID technology to give uniform and  ‘transparent’ access to data and processing distributed throughout the collaboration. The starting point is the existing simulation and reconstruction software, which will be interfaced to GRID services . In parallel the software framework (GAUDI) is being developed and the application software migrated to the new framework.

LHCb has participating institutes in 16 countries including France, Italy, Netherlands and the UK. It thus has institutes in all the main signatories for the Datagrid proposal. The hope is to have, in addition to a Tier-0 centre at CERN, ~5 Tier-1 centres in the collaboration, with 4 of these being at CERN,UK,INFN, France, and  other candidates being Russia and the Netherlands.  Discussions are ongoing in all of these countries, and the other LHCb countries. In addition to Tier-1 candidates it is expected that there will be several Tier-2 equivalents in the collaboration. For example in the UK at Liverpool with the large PC farm (MAP), and at Glasgow/Edinburgh .  With both Tier-1 and Tier-2 centres satisfying both MC generation and analysis needs,  the classification between Tier-1 and Tier-2 will probably be made on the basis of network connectivity to CERN and system services such as long term data storage and retrieval services.

3.4.1 Development Plan

LHCb have already functioning Monte Carlo centres at Liverpool, a 300 PC farm, and at  RAL and CERN.   Work has commenced to put these activities under a GRID umbrella, with the joint involvement of the LHCb/UK institutes, RAL and CERN.  Once a basic functionality has been achieved the work will be extended  to LHCb facilities in France, Italy and Nikhef.

The initial work has commenced without the formal specification of the services to be provided by the Datagrid Middleware  packages. As such it is part of the learning process which will enable LHCb to fully participate in the requirements specification for the  middleware packages. The work programme and target milestones are set out below.

GLOBUS 1.1.3 to be installed at CERN, RAL and Liverpool , with ‘simple’ interfacing to the respective LSF, PBS and MAP farm managers (end July?)

Members of the working group to be given access to each others systems to check access to the systems.

Check existing simulation and reconstruction code can run on all 3 systems

Check shipping of data back to CERN, and writing to tape.

The initial work will be with very small datasets (hundreds of events) to check out the basic functionality of the software and the basic GRID services. Throughout the work contact will be maintained with the other work packages for exchange of information as the community educates itself in GRID technology. The aim is to use a very minimal GRID based system for a small production run by the end of 2000. Beyond that hopefully we enter the formal Datagrid project with its defined deliverables and milestones. With respect to WP8  the  LHCb schedule for late 2000/early 2001 is:

Participate in the definition of the requirements for minimal services put on the other work packages by WP8. This to be done in conjunction with the other LHC experiments.

Based on the ‘agreed’ interfaces for the minimal services modify our applications software, and perform basic tests in conjunction with the Middleware providers. Again this work to be done in close communication with the other experiments to compare results regarding quality of service etc.

Following on from this basic start-up phase we enter a sequence of increasingly complex data challenges whose detail is experiment dependent, and whose scale will depend on the available test-bed facilities. This sequence of  should commence in the latter part of 2001, and continue up to 2003, when hopefully  large prototypes will be available to the community. It should be remembered that the LHCb basic software framework GAUDI, and the migration of the application software to this framework, will be going on  in parallel with this activity.  The initial tests will concentrate on the use of remote facilities for  data generation and the replication of the data to other sites. Later tests will include the performance of analysis jobs accessing data both remotely and locally.

3.4.2 Overall LHCb GRID and  computer model planning

LHCb has a Computer Model Working Group(CMWG) which includes representatives from each country. As part of this activity we have the following people active in planning and implementing GRID related activities.

CMWG co-ordination                F.Harris(Oxford) (f.harris@cern.ch)

CERN

                                                    E. van Herwijnen (e.van.herwijnen@cern.ch)    

                                                    J.Harvey (j.harvey@cern.ch)    

 UK

           Liverpool                      G.Patel (g.patel@cern.ch)               

                                                   T.Bowcock (t.bowcock@cern.ch) 

                                                   M.McCubbin (mlmc@hep.ph.liv.ac.uk)

            RAL                              G.Patrick (g.patrick@rl.ac.uk)      

                                                   C.A.J.Brew (c.a.j.brew@rl.ac.uk)    

Italy

            Bologna                         U.Marconi (umberto.marconi@bo.infn.it)   

                                                   D.Galli (domenico.galli@bo.infn.it)            

France

           Marseille                        A.Tsaregorodtsev (a.tsaregorodtsev@cern.ch)  

Netherlands

           Nikhef                            M.Merk (m.merk@nikhef.nl)    

4. CERN Support

Since we did not yet receive the contribution from Hans Hoffmann,

I include here the letter send to him End of April.


==================================================================


 To:     Dr. H. F. Hoffmann

         Director for Technology Transfer

         and Scientific Computing

From :  Prof. Dr. A. Putzer

         Chair of the ATLAS National Computing Board

 Conc.:  Manpower for WP8 (EU DataGrid project)

 Dear Hans,

 The 4 LHC  experiments would like to express their concern that the proposed EU-funded manpower (5 x 12 person-months) for WP8 is largely inadequate for the huge amount of additional work associated with:

- administrative tasks (preparation of written documents for deliverables, milestones, reports)

 - evaluation of the GRID middleware;

- preparation of requirement documents (input to the other work packages);

 - co-ordination with the other WP's;

 - adapting the prototype tests to the schedule and the hardware and software environments of the GRID project.

 Therefore we ask the CERN directorate, as was discussed in our meeting on Friday April 14th, to provide additional manpower (staff, fellows) of one FTE to each of the experiments for a period of 3 years. They would contribute to the GRID related activities in their experiments and would form a team of experts which could help to prepare the common activities (e.g. with WP6).

We intend to prepare a common document to present in detail the activities of the 4 experiments in the GRID project. This paper (for internal use only) is proposed to be circulated within the collaborations. The aim of this document is to describe:

- the requirement phase

 - the different deliverables and milestones

 - the requirements to the experiments

 - the planned activities for each experiment

 - the attribution of the funded manpower

 - the committed unfunded manpower

 - the additional manpower needed to run the various tests (here we should include the manpower offered by various institutions from different countries, which is not part of the committed unfunded manpower.)

 - the additional support from CERN

 - the way the experiments are (indirectly) represented in the GRID consortium (including clear reporting lines between the experiments and the DataGrid consortium to ensure that the needs and wishes of the LH experiments are considered)

We propose that letters from the DG and/or the Director for Computing concerning the last 2 points should be included as appendices.

 The 4 LHC experiments,

represented by their Computing Co-ordinators,

  Federico Carminati            (ALICE)

  Norman McCubbin             (ATLAS)

  Martti Pimia                        (CMS)

  John Harvey                       (LHCb)

5. Milestones and Deliverables

Task 8.1 Experiment 1 application

Example of distributed analysis task with automatic load balancing. Data are geographically distributed in an Open Source Persistent Object Store while the location of the files is maintained by an RDBMS. Data will be produced and stored locally in each centre and accessed by remote users. Remote users will initiate analysis tasks via scripts (in fact C++ source files) that will be automatically shipped to the location where data are stored, compiled and executed in parallel taking into account the resource and response time of each centre. This use case will explore the use of the Data Grid services to access remote data and CPU resources and to load balance the analysis task

Task 8.2 Experiment 2 application

This experiment will produce large data samples of simulated events at geographically distributed Data Grid nodes, the production of which requires a collaborative effort in different countries. Distributed data analyses will involve many physicists. In addition we will exploit the functionality of the Data Grid software in the field of remote monitoring of detector components. These experiment-specific use-cases will stress test the Data Grid software and infrastructure. As a result, this will help to understand how the Data Grid concepts can be used effectively within a particular scientific discipline.

Task 8.3 Experiment 3 application

The experiment’s computing model foresees the deployment of distributed simulation, reconstruction and analysis tasks in Regional Centres. Data produced in the simulation and reconstruction phases are stored in an ODBMS and replicated to other centres for analysis. Distributed data processing, data management and query estimation with optimisation in an automatic, load-balanced Data Grid environment will be tested.  The data volume used in the tests will represent a data challenge of about 20% of the expected one Petabyte of data collected during the first year of running of the experiment.

Task 8.4 Experiment 4 application

CP violation physics studies impose very special requirements for Monte Carlo studies on signal and background channels. The processing and analysis needs must be satisfied in a distributed fashion providing facilities to the whole community. For key physics channels data samples of ~107 events must be generated, reconstructed, classified and stored. The object oriented storage model will be optimised with respect to the various processing stages of reconstruction, classification and analysis associated with B Physics. The Data Grid facilities will be used to provide essential physics data, and to optimise the overall computing model for the distributed environment. The paradigm of moving the physics processing to the source of the physics data will be evaluated with respect to that of moving essential subsets of the data to the different analysis centres.

The effort required to implement this work package in person months is as follows:

Task
8.1
8.2
8.3
8.4
Total

Effort required
214
250
192
178
834

In total for this work package funding for 60 person months is requested the remainder being contributed by the partners. This major unfunded investment indicates the very high interest of the high-energy physics community in Data Grid technology. If successful, this technology could have a profound effect on the efficiency and effectiveness with which this large and widely distributed community can analyse their data.

WP6
Integration Test-bed- Production Quality International Infrastructure

Objectives 

To plan, organise and operate test-bed for the applications used to demonstrate the data intensive Grid in production quality operation over high performance networks. This work package will integrate successive releases of the software packages and make these available to implement a series of more and more demanding demonstration.

In addition, the test-bed will be operated as a production facility for real applications with real data, over a large Trans-European scale experimentation with end-to-end applications.

Description of work 

Task 6.1 Test-bed documentation and software co-ordination: A central repository and clearinghouse for the entire Grid software will operated according to the design in WP 12.2. 

Task 6.2 Requirements capture and definition of core services: This task will identify the basic set of core technologies required to construct an initial test-bed.

Task 6.3 Core services test-bed: Set up of an initial test-bed using existing networks and infrastructure based on the required core technologies.

The following tasks comprise the ongoing scheduled releases, which are scheduled according to the planned development of related software components of the other work packages.

Task 6.4 First Grid test-bed release 

Task 6.5 Second Grid test-bed release

Task 6.6 Third Grid test-bed release

Task 6.7 Final Grid test-bed release



Deliverables 

D6.1 – D6.8 (Report) Commences Month 12: Quarterly Report on the Software Integration Progress

D6.9 (Report) Month 4: Requirements documents and definition of core services

D6.10 (Report) Month 13: Report on the assessment of the core services test-bed

D6.11-D6.13 (Report) Commences Month 19: Bi-annual test-bed assessment report



Milestones and expected result 
M6.1 Month 10: Deployment of core service test-bed on multiple test-sites.

M6.2 Month 12: Deployment of the basic Grid developed components on the test-bed

M6.3 Month 21: Commencement of end-to-end user application testing with extended service test-bed



WP7 
 Network Services

Objectives 

The goal of this package is to deal with the networking aspects of the Data Grid project.



Description of work 

Task 7.1: Network services requirements.

Task 7.2: Establishment and management of a VPN.

Task 7.3: Traffic modelling and monitoring.

Task 7.4: Security analysis.



Deliverables 

D7.1 (Prototype) Month 12: Demonstration of enhanced monitoring tools.

D7.2 (Report) Month 36: Report on the Data Grid traffic model.

D7.3 (Report) Month 25: Security report on test-bed releases 1 and 2.

D7.4 (Report) Month 36: Security report on test-bed releases 3 and 4.



Milestones and expected result 
M7.1 Month 4: provide a VPN service to start core services

M7.2 Month 12: provide a VPN to support test-beds


WP8
High-Energy Physics Applications

Objectives 

Exploit the developments of the project to offer transparent access to distributed data and high performance computing facilities to the geographically distributed physics community.


Description of work 

The four tasks proposed aim at test in detail all aspects of the GRID proposing different models of distributed computing applications coming from the different requirements of the four experiments.

Task 8.1 Experiment 1 - This use case will explore the use of the GRID services to access remote data and CPU resources and to load balance the analysis task

Task 8.2 Experiment 2 - These experiment-specific use-cases will stress test the GRID software and infrastructure. As a result, this will help to understand how the GRID concepts can be used effectively within a particular scientific discipline.

Task 8.3 Experiment 3 - Distributed data processing, data management and query estimation with optimisation in an automatic, load-balanced grid environment will be tested. 

Task 8.4 Experiment 4 - The GRID facilities will be used to provide essential physics data, and to optimise the overall computing model for the distributed environment. The paradigm of moving the physics processing to the source of the physics data will be evaluated with respect to that of moving essential subsets of the data to the different analysis centres.



Deliverables 

D8.1 (Report) Month 6: Planning document with specifications of the GRID services required from the other working groups for the different phases of the WP 

D8.2 (Report) Month 12: Use cases programs. Report on the interfacing activity of use case software to minimal grid services.

D8.3 (Report) Month 18: Report on the results of Run #0 and requirements for the other WP’s.

D8.4 (Report) Month 24: Report on the results of Run #1 and requirements for the other WP’s. Workshop proceedings.

D8.5 (Report) Month 30: Report on the results of Run #2 and requirements for the other WP’s.

D8.6 (Report) Month 36: Report on the results of Run #3. Final project report.



5. Representation of the LHC Experiments in the GRID Consortium

This Section needs input from the WP8 meeting.

7. Summary

This Section needs input from the WP8 meeting.







�PAGE \# "'Page: '#'�'"  �� We will not have a single real datum…


�PAGE \# "'Page: '#'�'"  �� Unclear. Are we going to establish a research network? I do not think so. We are going to exploit the existing HENP research network rather, hence my suggestion.


�PAGE \# "'Page: '#'�'"  �� Careful here. Our project may or may not be intrinsically larger than GriPhyn or ChinaClipper or the NPACI initiative. We will also establish links with the Americans. But it stays an European project, not aiming at a establishing a world-wide network.


�PAGE \# "'Page: '#'�'"  �� I would say more distributed than end-to-end.


�PAGE \# "'Page: '#'�'"  �� The distinction between computing engineering and computing science is unclear


�PAGE \# "'Page: '#'�'"  �� We will use the networks we have, not necessarily high-performance ones


�PAGE \# "'Page: '#'�'"  �� Did we commit to do it worldwide in the EU project?


�PAGE \# "'Page: '#'�'"  �� May be you should explain what an ESD is in the context of this doc


�PAGE \# "'Page: '#'�'"  �� This part should probably be modified removing or reducing substantially the previsions for 2005 and beyond, or moving them all in a separate section. Remember that this is the paper about the DataGrid project.





