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Objectives

The High Energy Physics (HEP) community has the need of sharing information, very large databases (several PetaBytes) and large computational resources (thousands of fast PC's) throughout its centres distributed across Europe, and in several other countries in the other continents. One of the main concerns of the HEP community is to improve the efficiency and speed of their data analysis by integrating the processing power and data storage systems available at the separate sites.

HEP has a long and successful tradition of software development. While commercial software is used whenever practical, a large part of the software used in HEP has been developed by the scientific community itself due to the advanced science it embodies or its specific nature. A very distributed community of rather small groups in university departments and few large research centres has traditionally conducted these software developments since more than 30 years. Due to the scale of the problem posed by the data analysis task, HEP has been traditionally at the forefront in exploiting Information Technology innovation. There is therefore a well-established culture of remote coordination and collaboration and the habit of working together toward a long-term objective in an Open Software environment. A project like the one proposed is, person-power wise and by HEP standards, a medium size endeavour.

HEP is today organised in large experimental collaborations – 1,600 or more researchers coming from countries all around the world for the larger ones. The four tasks proposed in this Work-Package correspond to the four experiments (ALICE, ATLAS, CMS, LHCb) in preparation for CERN Large Hadron Collider (LHC) due to enter operation in 2005. Each experiment creates its own data set and all the researchers participating to one experiment have access to, and analyse, the same data. The data sets are different for the four experiments, reflecting the difference in the experimental set-ups and in the physics goals. However they are similar in nature and also the basic access and processing requirements are essentially the same. Therefore the work of the DataGrid project (particularly at the middleware and interface levels) is equally applicable to all of them.

The four LHC experiments will produce few PB of original (also called raw) data per year. In particular ATLAS and CMS foresee to produce 1 PB/year of raw data and (200 TB of Event Summary Data (ESD) resulting from the first reconstruction pass. Analysis data will be reduced to few tens of TB, and event tag data (short event indexes) will be few TB. ALICE foresees to acquire 2PB/year of raw data, combining the heavy ion data with the proton data. LHCb will be generating ~. 4PB/year of data covering all stages of raw and MC processing. For typical analysis a subset of raw data should be sufficient, but the full ESD sample may be needed, at least in the initial phases of the experiment. The computing power required to analyse these data is estimated in the range of the thousands SpecInt95.

The raw data are generated at a single location where the experiments are run, CERN, but the sheer computational capacity required to analyse them, implies that the analysis must be performed at geographically distributed centres. While the storage and CPU capacity available at a single location is expected to increase substantially, it will be overwhelmed by the amount of the data to be traversed. To obtain the necessary resources and insure an acceptable ergonomy of use, distributed processing will be exploited on resources situated both locally and remotely. Therefore each of the experiments will need to exploit a world-wide distributed data base and computing hardware comprising:

· very large amounts (many PetaBytes) of distributed data, 
· very large numbers (tens of thousands) of computing resources, 
· and thousands of simultaneous users.
This scale requires the innovative use of large scale distributed computing resources and mass storage management systems to organise a hierarchical distribution of the data between random access secondary storage (disk) and serial tertiary storage (such as magnetic tape). The data transfer requires high-speed point-to-point replication facilities and a system that checks and maintains data consistency. Duplicated data should be used to help balance the search and network loads according to the response of the site. Consequently the computing model adopted by the LHC collaborations is distributed and it will be implemented via a hierarchy of Regional Centres. Basic ideas and building blocks of the model are common to the four experiments and their description can be found in the documents of the MONARC common project.[
]
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Different Regional Centres will focus on specific functionality and tasks. Some will specialise on simulation whereas others will take part in specific reconstruction tasks. In general raw event data are stored at CERN and only particular subsets of the event data are stored at the centres. The scale of the problem precludes straightforward replication of all data at different sites, while the aim of providing a general-purpose application environment precludes distributing the data using static policies. The computing model will have to handle generalised dynamic distribution of data including replica and cache management. HEP user requirements can be summarised as follows:

· All physicists should have, at least in principle similar access to the data, irrespective of their location.

· Access to the data should be transparent and as efficient as possible and the same should hold for the access to the computational resources needed to process the data. 

These requirements were well known for the last few years, and the four LHC experiments participate to the MONARC common project that has included in its goals the assessment of their feasibility, as it was clear that this would have needed some novel paradigm for distributed data processing. This should include tools for the management of the jobs, the data, the computing farms, the mass storage in a integrated way, as well as tools for monitoring the status of the network and computing facilities in the different sites. An important requirement is a common interface to the data store and also a unique naming convention for resources and data. Requests for resources are sent to the distributed fabric of data and CPU. Here query estimation and optimisation techniques are used to identify the optimal resources for the task and access them transparently.
The GRID paradigm seems to contain all the elements to answer the distributed computing requirements of the HEP community. HEP, in turn, is an almost ideal field in which to experiment and demonstrate the GRID technology for both data and computational intensive applications, as all its components seem relevant and applicable. It is by now clear that the GRID will be an instrumental element of the HEP computing strategy in the next 20 years. The final objective of this Work-Package is to demonstrate the feasibility of the Data Grid technology to implement and operate effectively an integrated service in the internationally distributed environment.

In general the following computing and data intensive activities should be made GRID-aware:

a) data transfers from / to Regional Centres and CERN

b) production of simulated data

c) reconstruction of real/simulated data

d) data analysis

The HEP GRID application tasks will be conducted as part of the Computing Project of the four LHC experiments. These experiments are now developing their computing infrastructure, and in particular their reconstruction and analysis programs. The realisation of this complex of interrelated data samples stored at different centres and accessible online both locally and remotely constitutes a formidable technical and organisational challenge. Smooth operation of the whole system will be mandatory when real data will begin to flow from the apparatus in order to produce reliable physics results in a timely fashion. To enable this development, and at the same time continuously monitor the feasibility of the physics objectives, the four experiments have planned from now to 2005 large-scale tests called data challenges. These have the objective to assess the development of the software and of the distributed computing model, at least for Tier 0 and 1 centres.

In the data challenges large samples of data will be simulated via very advanced simulation programs. These data are then analysed pretending that they are coming from the real experiment. The programs to perform these analyses are already partially developed. This is a major exercise involving several tens of institutes and hundreds of physicists, and, as part of this Work-Package, the four experiments are planning to conduct it exploiting the tools and services provided by the other Work-Packages. This explains the large unfunded effort, as a very large spectrum of users will participate, including some application developers who will interface the GRID services to the experiment software and many physicists performing analysis who will use these services transparently to get the best access to the data.

A large part of the unfunded contribution of WP8 comes from real users performing large-scale experimentation. This work-package benefits from a very large community that is preparing a world-wide distributing computing infrastructure needed for its experimental programme. The funded effort required for the project will leverage the large ongoing effort of experts from the physics community in this direction and it will consist of GRID experts who will liase the physics community with the developments in the other Work-Packages.
This Work-Package will be carried on in close collaboration with Work-Package 6 that will provide the basic infrastructure for the applications. The four experiments have similar but mostly complementary applications that will cover a broad spectrum of GRID services and will provide challenging requirements and verifications for the other Work-Packages.

The two larger LHC experiments, ATLAS and CMS, have a substantial participation from US laboratories. In the US also it has been realised that HEP applications are ideal GRID test cases, and various GRID projects related to LHC are already in advanced phase (GriPhyN, China Clipper, PPDG). Collaboration with these projects is most important for the experiments and is already starting, based on the working relations between members of the same experiments and on the need to share data and computational resources across the whole experiment community. It is therefore expected that several physicists from U.S., and Japan, will participate to the data challenges and add to the global unfunded contribution of the project.

2 Task description

The activities involved in this task are of three kinds

1. Development of the basic GRID software and infrastructure and test-bed management

2. Preparation of the testbeds, interfacing with the experiment off-line environment, evaluation of results and optimisation of the prototype parameters

3. Development of the experiment off-line software to take advantage of a distributed heterogeneous computing environment.

The first task has no experiment specific component and it will be carried out in common with the other experiments. Personpower for this task will come from WP1-5.

The second task is partially experiment-specific, but will require GRID expertise, and it will come from WP6-7. The same experts will share the work of interfacing different applications to the GRID middle layer and use their experience to evaluate results and suggest optimisations. Close co-ordination with WP6-7 is necessary for this activity. This activity will foster cross-fertilisation between the different technical solutions of the experiments and promote the adoption of common interfaces and procedures to use the GRID software.

The third task is experiment specific and the resources will come from WP8.

The model of interaction with the middleware development packages is based on the idea of iterative cycles and fast prototyping for the various functionalities needed. This requires phases of strong interaction between the middleware developers, the physicists willing to get results from the applications and the people who interface such applications with the GRID tools and infrastructure. The sectors of the software most critical for GRID interfacing are the experiment framework and the Database access. Some of the functionality may be provided via high level interfaces to the GLOBUS toolkit that has already been installed in several locations and is used by the American counterparts of the GRID project.

The project will consist of different phases:

1. Decision on the test sites (in collaboration with WP6 and 7) and planning of the GRID services to be installed at the different locations, planning the development and delivery of the GRID software to meet the requirements of the experiments (together with WP1-5) (PM 6, D 8.1)

2. Development of the experiment application, and of the GRID software, installation of the application on the Tier-1 and Tier-2 centres (PM 12, D 8.2)

3. MonteCarlo production and possibly reconstruction. All the data is shipped to Tier-1 centres. Feed back is provided to the other Work-Packages (PM 18, D 8.3).

4. Installation of the grid-aware software at the different locations, interface with the existing GRID services, pilot runs of distributed reconstruction or analysis software. Evaluation of results and optimisation cycle, to be repeated three times (PM 24, 30, 36, D 8.4-8.6)

Experiments foresee to repeat phases 4 three times during the duration of the project, while a first run of the whole chain in a minimal-GRID mode can take place at phase 3. This is supposed to serve as a first prototype for a distributed production system. The following years more and more emphasis is put on GRID integration according to the following schedule:

· Run #1: Data will be produced and made available at the test bed locations on disk pools and/or mass storage systems (2% of final system data challenge).

· Run #2: A basic set of functionality will be available. This will be determined in the preliminary phase of the project in conjunction with the other Work-Packages, primary candidates being authentication, authorisation and query estimation and optimisation. In case of query estimation, it is expected that the software will provide experiment specific estimation parameters via a unified query interface (5% data challenge).

· Run #3: A prototype data Grid enabled environment will be ready to use including work load balancing of physics analysis jobs (10% data challenge).

3 ALICE specific activities

ALICE aims at developing a prototype for remote analysis. The ALICE simulation and reconstruction ROOT-based [
] framework will produce the data. The testbed facilities will then be accessed remotely to perform analysis tasks covering a broad range of parameters related to the locality of data and algorithms and the access patterns to the data.

The location of the data on the different servers can be provided by a MySQL database connected with ROOT, by the GRID services, or by a mixture of the two as it is appropriate. The workstation initiating the job will send to the remote nodes the source code containing the work to be done.

[image: image2.wmf]
Schematic view of the analysis via PROOF facility

A load-balanced parallel query mechanism based on PROOF (Parallel ROOT Facility) fans out requests and retrieves entities for local processing, from data to the final result of the analysis, exploiting the GRID middle-ware to reach a high level of access uniformity across wide area networks and heterogeneous systems.

Specific contributions of this task to the deliverables are

· Development of the PROOF software (CERN), and of the GRID software (CERN and Regional Centres), installation of AliRoot on the Tier-1 and Tier-2 centres (PM 12, D-8.2).

· Installation of the PROOF software at the different locations, interface with the existing GRID services. Pilot runs of PROOF, remote analysis tests. Evaluation of results and optimisation cycle (PM 24, 30, 36, D 8.4-8.6).

4 ATLAS specific activities
The ATLAS applications best suitable for providing requirements and feedback to the project will be selected in each phase taking into account both the status of the other Work-Packages and the needs of the ATLAS experiment; in the following some applications foreseen for the first year are listed.

An example is the work of simulation (with DICE-Geant3 [
]) needed for the muon trigger Technical Design Report due for mid 2001. Such a work requires a CPU power of few 1010 SpecInt95xSec and (3TB disk space. A similar work is going on in US for DICE-Geant3 simulation studies of the Transition Radiation Detector.

GLOBUS enabled PAW and ROOT versions are being prepared for use in the analysis. The Liquid Argon community is studying the possibility of making use of GRID services in the analysis of the LAR test-beam data, e.g. for authomatising and parallelizing the work of analysing uniformity scans of the calorimeter. 

The Tile Calorimeters Test Beam analysis is another example, which is especially interesting as it makes use of Objectivity DB.

5 CMS specific activities

The CMS data model does not make a strict separation of the different types of objects (ESD, AOD, etc.), but it rather considers each event as a set of objects. Data simulation, reconstruction and distribution will be performed on (controlled) demand rather than in a fixed and scheduled way.
For the upcoming CMS production systems starting in autumn 2000, simulated data will be produced at different sites in the GRID mainly with CMSIM (traditional CMS simulation program). Consecutive reconstruction with ORCA (OO CMS program using ODBMS) will be done in a distributed way using GRID technology. Initial sites will be located in INFN/Italy and FNAL/USA (aside from CERN). A few 106 events will be generated during this preliminary phase of the project.

CMS High Level Trigger and Physical studies applications, to be run in a GRID aware environment, will need the generation, the reconstruction and the analysis of ~108 events in a distributed OBDMS scenario. In the coming years the final High-Level Trigger data challenge will have to take place (2001). Furthermore, the Computing Technical Design Report (2002) and the Physics TDR (2003) will follow, requiring the GRID to demonstrate its feasibility.

6 LHCb specific activities

LHCb has the most demanding multi-level trigger system of the four LHC experiments, including a vertex trigger level, and it specialises in the study of rare B-decay channels. The most demanding of computing resources are the high level trigger(HLT) optimisation studies, and the physics studies for signal and background for the many rare B-Decay channels. The HLT studies demand samples up to ~108 events, and the total requirement for MC data during  the running of the experiment will match that  for the real data i.e. ~109 events.

LHCb will replicate data from CERN to the regional centres generally at the level of AOD and TAG, with access to RAW and ESD data being on demand for selected samples. However it is planned to generate the majority of Monte Carlo events outside CERN, with replication at the AOD+TAG level to CERN and other regional centres.

LHCb is starting to put processing farms in the collaboration (CERN, UK, France, Italy and the Netherlands) under the GRID umbrella, to provide a uniform data generation and reconstruction environment. The work will then extend to transparent data access and replication. Later stages will involve physics analysis, accessing both local and remote data in a transparent way.

7 Effort

The funded effort requested for this WP amounts to 60 person months. This will be shared equally by the four tasks employing at CERN one person for 3 years and one for 2 with the assignment to help link the work of the different experiments and the other Work-Packages.
This funded effort is complemented by 774 person months of unfunded effort from the participating partners that is subdivided by task in the following way

Task
PPARC
CNRS
CERN
INFN
Nikhef
Total

8.1
36
36
36
72
18
198

8.2
36
36

36(Spain)
36(Denmark)

36(Sweden)
36
18
234

8.3
36

36
108

180

8.4
36
36
36
36
18
162

Total
144
144
180
252
54
774




































































































� http://monarc.web.cern.ch/MONARC/


� http://root.cern.ch


� http://atlas.web.cern.ch/Atlas/GROUPS/SOFTWARE/DOCMENTS/DICE_320/dice320.html
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